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Eye tracking in media accessibility research - methods, technologies and data analyses
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Prepare data for 
the analyses

read / filter / select / mutate / join / write
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Read data 
frame from 
file
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Read data 
frame from 
file
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First look at 
data
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●There were three different types of AOI (positive picture, negative and neutral)

●Currently data frame contains AOI names as follows:  

Create AOI 
type 
independent 
variable

●We want to make AOI type variable which will be used as a factor in further analysis

●We will use first element of unique AOI names as values of this new variable

●Technically we will split aoi_name variable into two columns by “_” , creating new 
“aoi_type” and “picture” variables
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●Sometimes you want to delete from your data frame some variables (columns)

●This time we want to get rid off two variables "notes",  “aoi_id”, and “picture”

●Also we want to remove four subjects which were not following the instruction

●The list of new df variables names shows that the operation was successful 

Select & 
filter 
variables 
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● In R typically missing values are annotated with NA

● In statistical analysis NAs are not welcome

●Always try to find out why you have NAs in your data set

●This time NAs meaning is that the persons did not fixate an AOI

● It make sense to replace NAs with 0Missing 
values
(NAs)
a special 
case
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Read new data 
file with 
questionnaire 
answers
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●We need to join two data frames (with eye tracking data and questionnaire data)

●We will join to data frames by subject ID variable

Joining two 
data frames 
by subject 
ID

●Note that new data frame “d” has lower number of rows. 

● It is due to the fact that not all subjects who participated in eye tracking study 
completed also the questionnaire. 
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●Questionnaire data contains answers from the New Ecological Paradigm (NEP) 
questionnaire and subject ID

●The answers were on 1-5 Likert-type scale (the higher value the higher sensitivity to 
climate change)

●We want to calculate one score of the sensitivity to climate change (NEP) which will be a 
mean of all given answers 

●Next, we want to perform median split on NEP score (low vs high sensitivity to climate 
change) to use it as a factor in further analysis. 

●We need also to set aoi_type as factor and make “neutral” value of it as a reference point 
(important for statistical analysis)

●Last, we do not need all row answers to each NEP question (they all starts with “Q”). 

Calculate 
independen
t variables / 
factors
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●Save the entire data frame into a new file

●We can do it in several formats.  The most useful are:
●.csv files (great for sharing even with those who do not use R)
●Data format (.Rda) - great for further use within R and hard drive space saver

Write data 
files
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Descriptive statistics
With visualisations
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● It is good to have several R scripts for different purposes and ease-of-reading.

●We will create new R script named “analysis.R”

●Start the script with useful librariesCreate new 
R script 
“analysis.R”
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●Reading RData format will load automatically the data frame name

Read data 
frame of 
RData 
format
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●Summary is a generic function used to produce result summaries of the results of various 
model fitting functions. 

●The function invokes particular methods which depend on the class of the first 
argument. 

●When applied to data frame it returns basic descriptive statistics for all numerical 
variables

Describe 
data frame

Can be hard to read however

16



9/20/21

5

The fast=TRUE option will lead to a speed up of about 50% for larger data sets

It is also easy to read!

The describe function in the psych package is meant to produce the most frequently 
requested stats in psychometric and psychology studies, and to produce them in an easy 
to read data.frame.

Descriptive 
statistics of 
selected 
variables
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Useful to identify outlying values

Useful to visually inspect 

normality of distribution
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Saving 
graphs in 
RStudio 
graphical 
interface
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Moderation analysis 
with linear regression
Mixed-design linear regression with continuous and nominal 
predictors and interaction term 
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● In regression we are fitting a model to our data

● To not loose variance if predictor is continuos and does not need to be spliced into 
categorical variable

● To predict values of the dependent variable from one or more independent variable

● To understand the relationship

● How does one variable change as the other changes?

● How much ...does ..... rise with a one unit increase in ......?

Linear 
regression 
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●The outcome variable is predicted using the equation of a straight line for which the 
squared differences between line and the actual data is minimised.

● Ŷ= the predicted value of Y (.....)

●X = ...... (predictor, independent variable)

● Indices, coefficients are computed to asses how accurately Y scores are predicted 
by the linear equation:

● b (slope) - the amount of change in predicted Y for one unit change in X

● a (constant) - an intercept, value of Ŷ when X = 0

Linear 
regression 
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least 
squares 
Method 14,52

The lowest sum of squared differences

Residual

Prediction

Predictor

De
pe

nd
en

t v
ar

iab
le
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●Null hypotheses

● b slope = 0

● a constant = 0

Hypotheses 
testing

24
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● In simple regression

● The outcome variable Y is predicted using the equation of a straight line

●Multiple regression

●A logical extension of the principles to situation in which there are several 
predictors. 

●Outcomei = (Modeli)+ errori

Simple vs. 
Multiple 
regression 
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●Each predictor has its own regression coefficient

● For every extra predictor you include, another coefficient need to be estimated

●We are looking for linear combination of predictors that correlate maximally with the 
outcome variable

●multiple regression formula with two predictors (no interaction term)

●multiple regression formula with two predictors and interaction term

Multiple 
regression
without
and with 
interaction
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Ŷ = a+ �1X1 + �2X2 + ✏
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Ŷ = a+ �1X1 + �2X2 + �3X1X2 + ✏
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Usefull
libraries lme4 provides functions for fitting and analyzing mixed models: 

linear (lmer), 
generalized linear (glmer), and 
nonlinear (nlmer.)
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●We want to test the following hypotheses: 

●The more sensitive to climate change people are the longer fixation duration on 
environment pictures

●Positive and negative pictures of environment will evoke longer fixation duration

●Sensitivity to climate change will predict fixation duration differently while looking 
on environment pictures of different emotional valence (interaction hypothesis).

Hypotheses

28
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Multiple 
regression. 
Model 
definition

Predictor 1 Predictor 2 Interaction of predictors

Random intercept for subjects

Dependent variable

Data frame

Shorter form of full model definition
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Model 
results 
basic table
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Model 
results.

Detailed 
table

NOTE: In the report remember to provide all the values 
from the coefficients table: coefficient value, standard 
error, t-test value, degrees of freedom and p-value. 
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Trends 
analysis for 
interaction

Results of trends analysis

Statistical comparison of slopes

Code
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Interaction 
visualization.

Publication 
ready
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Save the 
graph
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Alternative 
plot of 
interaction

35

Alternative 
plot of 
interaction

(with confidence 
intervals for slopes 
and different 
predefined line 
types)
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●Prepare the data frames for the analysis

●Read/load data into R
●Calculate new variables 

●Prepare dichotomous factor with median-split

●Select variables and filter observations

●Merge two data frames

●Write data frame to a file

●Perform mixed-design ANOVA

●Read and interpret the results
●Estimate means 

●Run pairwise comparisons (post hoc tests) for significant effects

●Prepare publication ready bar graphs

●Perform mixed-design linear multiple regression analysis

●Read and interpret the results

●Perform trends (simple slopes) analysis
●Compare statistically simple slopes

●Prepare publication ready line graphs with confidence intervals

After this 
workshop …
you are able to 
perform mixed-
designed tests of 
hypotheses for 
main effects and 
interaction 

(you should be 
able to run tests 
of moderation)
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Thank you!

Any questions?
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