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1 General Information

Congratulations on your purchase of Tobii Pro Lab!

Pro Lab adds efficiency to every step of your research process with a visual and functional user
interface and specialized software features. You can easily create complex experiments, collect
eye tracking data, observe and qualitatively analyze individual recordings, and aggregate data for
quantitative analysis and visualization - all in one solution.

Pro Lab's analysis and visualization tools allow you to easily process and prepare large volumes
of eye tracking data for useful comparison, interpretation, and presentation. You can calculate a
variety of eye tracking metrics and create visual representations of your data thus obtaining a top-
down overview of your data and report findings.

Pro Lab is built on a platform that ensures precise and consistent timing accuracy - down to the
millisecond. Thanks to transparent tools for controlling your collected data, you can rely on your
analysis and findings with confidence. This includes customizable gaze filters, full access to all
raw gaze data, as well as insights into metric calculations.

Three different symbols are used in this document:

The Information symbol means something is important or needs special attention.

The Tip symbol denotes additional information that can make a process or function
easier.

The Warning symbol means there is a possible risk of harm if the warning is ignored.

Open Pro Lab.

In the main menu on the left, select Help and Learn.
Select Collect diagnostics data for Pro Lab.
Choose a location to save the diagnostic file.

Click OK.
This generates a .tar file that you can provide to Tobii Pro Support.

o bk~ wnh =

6. A confirmation message displays when the file has been completed.

Here are two examples (APA and BIBTEX) of how to cite Tobii Pro Lab software or this manual.
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Please make sure to update the version number in the example in case it does not match the ver-
sion you are citing. The current version number of your Pro Lab software can be found in the
About and Updates section.

Tobii Pro AB (2014). Tobii Pro Lab (Version x.xx) [Computer software]. Danderyd, Sweden: Tobii
Pro AB.

Tobii Pro AB (2014). Tobii Pro Lab User Manual (Version x.xx). Tobii Pro AB, Danderyd, Sweden.

@SOFTWARE{TobiiProLab,
ENTRYSUBTYPE = \{Computer software},
AUTHOR ={Tobii Pro AB},

TITLE ={Tobii Pro Lab},

VERSION ={1.145},

PUBLISHER = {Tobii Pro AB},

URL = {https://www.tobiipro.com/},
DATE ={2014}

}

@software{TobiiProLab,
author = Tobii Pro AB,

title = {Tobii Pro Lab},

url = {http://www.tobiipro.com/},

howpublished = {Computer software},
address = {Danderyd, Stockholm},
version = {1.145},

year = {2014},

}

@misc{TobiiProLab,

author = Tobii Pro AB,

title = {Tobii Pro Lab},

url = {http://www.tobiipro.com/},

howpublished = {Computer software},
address = {Danderyd, Stockholm},
type = {bibcomputersoftware},
version ={1.145},

year = {2014},
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}
@manual{TobiiProLabManual, author = Tobii Pro AB,

title = {Tobii Pro Lab User Manual},
url = {http://www.tobiipro.com/},
howpublished = {Computer software},
address = {Danderyd, Stockholm},
version = {1.145},

year = {2014},

}
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2 Introduction

Tobii Pro Lab provides a comprehensive platform for the recording and analysis of eye gaze data,
which helps in the interpretation of human behavior, consumer responses, and psychology. Com-
bining simple preparation for testing procedures and advanced tools for visualization and ana-
lysis, eye-tracking data is easily processed for useful comparison, interpretation, and
presentation. A broad range of studies are supported, from usability testing and market research,
to psychology and oculomotor physiological experiments. Pro Lab’s intuitive workflow, along with
its advanced analysis tools, enables large and small studies in a timely and cost-efficient way
without the need for extensive training.

In addition to offering powerful analysis tools, Pro Lab is also designed to work with other soft-
ware commonly used for recording and analyzing data. This is done by synchronizing with record-
ing software using TTL, as well as by enabling data exports in standardized formats, for example
for Microsoft Excel, Matlab, and SPSS.

Pro Lab is available in three editions: Full Edition, Screen-Based Edition, and Analyzer Edition.

The editions have different combinations of enabled modules (Design, Record, Analysis) and
compatible hardware (screen-based and wearable).

» The Screen-Based Edition contains all three modules and works with Tobii Pro Screen-
based hardware. The featured project types are Screen-based and Scene Camera. In addi-
tion, External Presenter projects created with the Full Edition can be opened.

» The Analyzer Edition contains only the Analyzer module and features the Glasses project
type to create new projects and import data recorded with Tobii Pro Glasses 2 & Tobii Pro
Glasses 3. This edition opens Screen-based, Scene Camera, and External Presenter pro-
jects recorded with either the Full or Screen-based Edition.

» The Full Edition contains all modules (Design, Record, Analyze) and works with all Tobii
Pro hardware; screen-based and wearable. It opens and creates all project types: Screen-
based, Glasses, Scene Camera, and External Presenter.

Tobii Pro Lab is continuously being developed and refined. Please visit tobiipro.com
for the most recent specifications for the software and for the latest version of this doc
ument.

VR 360 was discontinued in releases after version 1.162. This was the last version to
support the VR 360 project type. For more information, read System requirements for
Tobii Pro and VR-capable setups on Tobii Pro Connect.

Data about study layout, stimuli, participants, and recordings is stored in Pro Lab projects. There
are four kinds of projects:

Pro Lab User Manual v 1.181 1
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» Screen project: when stimuli is presented on a screen by Pro Lab and gaze data is cap-
tured using a screen-based eye tracker

» Glasses projects: when data is collected by Pro Glasses 2 or Pro Glasses 3

» Scene Camera projects: when you use an external video camera to record events in the
real world

» External Presenter projects: when you use third-party software such as E-Prime together
with Tobii Pro Lab

In Glasses projects, only the Project Overview and Analyze module are available.

Each project can contain many recordings, participants, timelines, snapshots, mapped
data, and events, etc.

Pro Lab software is comprised of three modules: the Design module, the Record module, and the
Analyze module, all of which are accompanied by a Project Overview tab. Depending on which
edition (license) of Pro Lab you use, available modules and functions vary. Access to the modules
also varies depending on what kind of project you are working on.

The following tables show you which features are available with each edition.

Regardless of whether you use a screen-based or a wearable eye tracker, the Project Overview
section provides information about the elements of your project, such as what recordings are in it
and what Events are associated with the recordings. It also provides quick access to some ana-
lysis tools.

Project Overview is included in all licences.

You can create experiments in the Design module based on Timelines containing different stim-
uli. You can edit stimuli presentation settings like display position, background color, present-
ation time and stimulus advancement methods, (i.e. end on a mouse click or key press to adapt
your experiment). In this module, you also get a preview of what the stimuli will look like on the
screen. The table below shows the features available for each edition of Pro Lab.

The Design module works with selected screen-based eye trackers from Tobii Pro. It
does not work with Tobii Pro Glasses 2 and Tobii Pro Glasses 3.

The table below shows the Design module features available for each edition of Pro Lab.

Feature Screen-based Analyzer Full
Design experiments with multiple ° °
timelines or use hierarchical struc-
tures with randomized present-
ation (shuffled order, randomized
sampling), and repetitions with
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Feature

Screen-based

Analyzer

Full

stimuli

Add text stimuli with automatic
Area of Interest definitions

Batch editing of stimuli settings

Use multiple stimuli advance
options, either alone or in com-
bination (advance on time, key
press, mouse click)

Configure stimulus onset markers
(TTL) for synchronization pur-
poses

Designate a gaze trigger zone to
advance to next stimulus when
viewed.

The Record module lets you configure eye trackers from Tobii Pro and present different stimuli,
with high timing accuracy. You can read more about this in the Tobii Pro Learning article Stim-
ulus presentation timing in Tobii Pro Lab. You can validate a calibration, record eye tracking

data, mouse clicks and key presses, as well as Galvanic Skin Response (GSR) data from Shim-
mer3 devices. The participant camera with audio lets you record the participant. The Record
module turns into a Moderator view during live viewing of the track status, stimuli displayed, and

gaze data.

The Record module works with selected screen-based eye trackers from Tobii Pro. It

does not work with Tobii Pro Glasses 2 and Tobii Pro Glasses 3.

The table below shows the Record module features available for each edition of Pro Lab.

Feature

Screen-based

Analyzer

Full

Scene camera project (support for
real world experiments using screen
based eye trackers)

External Presenter project

Configure eye tracker settings

Define experiment participants

Calibrate eye tracker (regular and
infant calibration)

Numeric calibration results (accur-
acy and precision values)

Present image and video stimuli

Record eye tracking, mouse, and

Pro Lab User Manual v 1.181
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Feature

Screen-based

Analyzer

Full

keyboard data

Recording of galvanic skin response
data from Shimmer3 GSR+ sensors

Moderator view: track status, stimuli
displayed and gaze data live

Send stimulus onset markers (TTL)

for synchronization purposes

Receive TTL-in markers and the ° °
value for synchronization (available
for Pro Spectrum and Tobii Pro

TX300 eye trackers only)
Participant camera ° °
Present webpages and make ° °

screen recordings

The Analyze module enables you to replay, visualize and analyze your recorded data. It provides
data-filtering features, visualizations and the ability to export data for presentations and for further
processing in third-party software. In addition, it also provides assisted and manual mapping.

The list below shows the Analyze module features. They are available for all editions of Pro Lab
unless otherwise noted.

Analyze module features:

Replay of recordings

Import Tobii Pro Glasses recordings*

Manual mapping onto Snapshot images

Assisted mapping onto Snapshot images

Create and edit static and dynamic Areas of Interest (AOIs) on images and videos
Add Areas of Interest on text stimulus (character, word, sentence)

AOI Tags and Grouping by tags

Log Events for behavioral coding

Times of Interest: define time intervals based on recording and logged Events

Selecting a frame as background and pairing it with Time of Interest (Screen and Scene
camera projects only)

Plot gaze x and y coordinates as well as eye movement velocity over time

Metrics Visualizations let you plot how metrics are affected by experiment conditions (AOI
tag groups, stimulus variables, or participant variables)
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» Plot and visualize galvanic skin response (GSR) data over time (together with gaze video
replay and eye movements)**

» GSR data analysis: noise reduction filters and detection of Skin Conductance Responses
(SCRs) and Event Related SCRs**

» Static Heat Map Visualizations on images

» Static Gaze Plot Visualizations on images

» Video export of recordings and recording segments
» Export eye tracking metrics

» Export Event and time interval based metrics

» Export GSR metrics**

» Export binned metrics

» Export visualizations as images (.png and .jpg)

» Export numeric calibration results (accuracy and precision values)
» Export calibration results as images (.png format)

» Recording data to text file (.tsv)

*not available for Screen, Scene Camera, and External presenter projects
**not available for Glasses projects

In order to use Pro Lab, you need to have a license for it. Pro Lab has two different licenses: a per-
petual license and a subscription-based license.

A perpetual license grants you one year of free upgrades. One- to four-year upgrade contracts are
available for perpetual licenses.

A subscription license provides you with access to the latest software versions as soon as they
become available.

Each license is associated with a specific edition of the software: Full Edition, Screen-Based Edi-
tion, or Analyzer Edition. The different editions provide access to different modules and features
in the software. Read more about

A license can only be active on one computer at a time. If you attempt to use a license
that is already active on another computer, you will be asked to first deactivate the
license on the other computer.

For the most up-to-date information about Pro Lab’s software system requirements, please
read Minimum System Requirements for Tobii Pro on tobiipro.com.
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3 Install or update Pro Lab

This chapter describes how you install and update Pro Lab on your Windows computer. For
optimal performance, Pro Lab should be installed on a computer that adheres to the Pro Lab sys-
tem requirements. For more information, read . You can also review the
latest system requirements online at tobiipro.com or ask your sales representative.

Tobii Pro Lab is designed and tested to run on Windows 10 Pro.

You will receive a license key(s) and a link to the latest version of Pro Lab via e-mail when you pur-
chase Tobii Pro software.

You need the license key information during your first installation on any new com-
puter, so please keep it in a convenient place for future reference.

How to activate a license:

Ensure your computer is connected to the internet.

Start Pro Lab.

Select License from the left-hand menu under "Tobii Pro Lab."
Enter the license number into the License key field.

Click Activate.

o bk~ wnh =

How to deactivate a license:

Before deactivating the license, check that you have saved the license key in a safe
place. When the deactivation is completed, the software has no record of the license
key. This means that if you want to use the key again on the computer, you must enter
it manually.

. Ensure your computer is connected to the internet.
2. Start Pro Lab.
3. Select Licensefrom the left-hand menu under "Tobii Pro Lab."

Warning! The Deactivation button is final. After pressing Deactivate, you will
need to manually reenter the license key.

4. Click the Deactivate button.
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Pro Lab uses several Windows programming components and drivers. If they are not already on
your computer, the Pro Lab Installer automatically installs them.

How to install Pro Lab:

1. Download the installation file for the latest version of Pro Lab, go to tobiipro.com

2. Locate and run the installation file on your computer and follow the instructions on the
screen.

3. When prompted to accept the license agreement, read the license agreement and click
Accept

4. When the installation is finished, start the application.

5. Enter the license key, provided in the product purchase e-mail, in the license key input
fields and click Activate.

You must have local admin rights when installing Tobii Pro Lab.

If more than one person uses Pro Lab on the same computer, you must enter the
license key for each user.

One license can only be used on one computer at a time. However, you can deactivate
the license on one computer and activate it on another. For more information, read

You cannot utilize roaming user profiles on the computer running Tobii Pro Lab.

If nothing happens when you start Tobii Pro Lab and there are no error messages,
check which edition of Windows 10 you have on your computer. If it is one of the Win-
dows 10 N editions, you need to install a Media Feature Pack from Microsoft. For more
information, read the Connect article, Tobii Pro Lab does not start.

Tobii Pro Lab is license-based software.

When you purchase a software license key, your purchase includes a one-year upgrade contract.
The upgrade contract gives you access to updates for your software without additional charges in
this one year period.

When your upgrade contract expires, your software keeps working as usual, but you will not be
able to access any updates.

You can purchase upgrade contracts for additional years. The Tobii Pro Sales Team can help
you find a plan that works for you. If you are using a subscription-based or temporary license, the
upgrade contract is included in your purchase. When your subscription or temporary license
expires, the upgrade contract expires as well, and your license will not be usable anymore.

If you would like to renew your subscription or purchase a temporary license, our Tobii Pro Sales
Team can help you find a plan that works for you.
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If the computer running Pro Lab is connected to the internet, it automatically checks for applic-
ation updates. If a newer version is available, a red symbol appears at “About and Updates” in the
left-hand navigation panel when you start the software.

How to update Pro Lab:

Ensure your computer is connected to the internet.

Start Pro Lab.

Click About and Updates in the left-hand navigation panel.
Click Install and wait for the download to finish.

o bk~ wh =

Click Install now. The installation is completed automatically, and the new version of the
application starts as soon as the installation is finished.

If the computer running Pro Lab doesn’t have an internet connection, you can down-
load the installer manually from Tobii Pro Connect.
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4 Start a project

When you start Pro Lab, you have the option to create a new project, open an existing project,

enter or modify your license details, check for software updates, and get help with the software.

You can also access these options while working on a project by clicking the Pro Lab logo and
text in the top left corner.

‘-.- Tobii Pro Lab '\

Create new Project

Read more about Project types.
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4.1 Create a new project
How to create a project:

1. Click Create new Project .

2. Select one of the project types.
& Tobii Pro Lab & f

Create new Project

Create

3. Enter the project’s name in the Name field. If you don’t enter a name, Pro Lab suggests
one, e.g., “Project1”.

4. Select the folder where the project should be saved by clicking Browse. If no selection is
made, the project is saved in a subfolder named “Tobii Pro Lab” in the Documents folder of
the user currently logged on to the computer.

Pro Lab doesn’t support projects stored on network disks, USB-disks, or folders
synchronized to cloud storage services (such as Dropbox, OneDrive, etc).

5. Click Create.

When the project has been created, the Project Overview tab displays.

4.2 Project Overview

The Project Overview section is the starting point for working with a project in Pro Lab. It lets you
easily jump to project specific content. You can export and import projects and more, as well as
access many more tools at the top of Project Overview window. The tabs on the left-side toggle
on and off the panels— when the icon is orange, the panel is displayed.

The amount and type of panels available on the left varies depending on the type of project.
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Recordings: This lists all the recordings in the project. For more information, read

Participant Variables: Participant Variables are used to filter data when generating visu-
alizations, calculating eye tracking metrics and comparing the behavior of different participant
groups. Click the plus button to add a new Participant Variable. For more information, read

Participants: This is a list of the participants in your study, including which variables have been
specified. Click the plus button to add a new Participant. For more information, read

Snapshots: Snapshots are still images of environments and objects of interest. Click the plus but-
ton to add a new Snapshot. For more information, read

Events: An Event Type is a definition of an Event that you want to mark in your recording. Click
the plus button to add a new Event Type. For more information, read

Stimulus Variables: A Stimulus Variable is a specific feature of your stimulus that is a part of the
context in which a behavior occurs. Click the plus button to add a new Stimulus Variable. For
more information, read
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5 Manage projects

When you want to continue working with an existing project, select the Open existing Project
option.

How to open an existing project:

1. Click on the Open existing Project option. A list of recently-opened projects appears. Inform-
ation displayed about each project includes the name of the project, when it was created,
and where it is stored.

2. Double-click the desired project.
3. Ifthe desired project isn’tin the list, click the Browse button at the top right. Locate the .pro-
ject file associated with the desired project and click Open.
If the project is already open, the Project Overview window will display.

If you want to open a project that was created in an older version of Pro Lab, the pro-
ject will be migrated to the version of Pro Lab you currently have. When you attempt to
open the project from the list, a pop-up message explains that after migration, your pro-
ject won’t open in earlier versions. It is important to back up your project if you plan to
open it later in an older version of Pro Lab. Make sure the backup checkbox is checked
in the pop-up message.

In the Open existing project window, right-click a project name and select “Rename Project” or
“‘Remove project from list.” The project will not be deleted, only removed from the list of recently
opened projects.

There are three different reasons you may need to export and import a project.

» Your project may have more than one person collecting data (distributed data collection)
and you need to share the recordings. For more information, read

or...

» Your project may have more than one person coding data (distributed manual coding) and
you need to share the recordings. For more information, read

or...

» You want to back up your project using the export/import functionality. For more inform-
ation, read
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Researchers can save time and money by doing multiple data collection sessions across different
locations and eye tracking setups. For example, you can reduce the time needed to reach the
goal sample size by running simultaneous data collection sessions with two or more eye tracking
setups, or collaborate with other research teams to perform large scale and/ or geographically
separated studies. In this section you will learn how to conduct a distributed data collection in Pro
Lab.

In this example, Researcher A designs the project and send it to a data collector, Researcher B.

Researcher A might even have more than one data collector for their project, in this case
Researcher C and D.

If independent variables are used in this “best practice example,” they are related to participant
characteristics so the project should include predefined variables and values. These need to be
assigned to the listed participants. Typically researchers create a protocol with information on
recruitment and data collection procedure. For more information, go to the Tobii Pro Learning
Center.

Researcher A:

1. Create a project. For more information, read
2. In Project Overview, create the participant variables and values.
3. Define the participant variables, values, and participants:

a. Independent variables (these affect the recruitment related to a predefined sampling
order):
Create all the participants that should be recorded and specify their variables and
variable values

For more information, read the online Learning article Participant Variables and
Groups in the Learning Center.

b. No independent variables:

Specify interesting variables for the Researcher B to provide for each recorded par-
ticipant.

For more information, read the online Learning article What are experimental vari-
ables? in the Learning Center.

4. Onthe Design tab, create the timeline(s) that should be recorded, including all stimuli,
groups, timings, etc.

5. Onthe Project Overview tab, select Export >Project at the top.

6. Inthe Project Export dialog, in the Export type list, select "Project for data collection" in the
drop-down and divide the participants into different child projects by selecting/deselecting

the participants. For example, if there are 10 participants, you could check five of them to
send to Researcher B and later choose the remaining five to send to Researcher C.

7. Click the Export button after choosing where to save the file locally. The file will be saved in
Zip format.

8. Repeat the process to select and send other Participants to Researcher C, etc.
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9.

You don't have to wait for one project to be finished before queuing the next one.
When all the child projects are created, you can close the dialog.

Send the generated Zip files to Researcher B and C.

After a Participant has been exported from the list, a double check mark displays
next to the name in the list until the Project Export window is closed.

Researchers B and C:

1.

Unzip the project.

2. Open the unzipped project in Pro Lab.
3. Recruit participants (typically completed earlier according to the recruitment protocol):
a. Independent variables:
Match the specified variable values specified by Researcher A.
b. No independent variables:
No match required.
If additional participants need to be added, make sure to specify the variables
and values that have been applied to previous participants.
Do not change anything in the Design module because this can make the ana-
lysis phase more difficult.
4. Make participant recordings.
5. Onthe Project Overview tab, select Export >Project at the top.
6. Inthe Project export dialog, select the export type "Project with recordings" in the drop-
down list to view the list of recordings. Deselect any recordings you do not want to include.
7. Click the Export button after choosing where to save the file locally. The file will be saved in
Zip format.
8. Send the generated Zip file back to Researcher A.
Researcher A:
1. Receive the zipped project file from Researcher B.
Pro Lab can import a zipped file and you do not need to unzip it elsewhere.
2. Open the parent project and in Project Overview, select Import > Project.
3. Select the Zip file from the stored location.
4. Inthe Import dialog, select which recordings to import (typically all) and how to handle any
merge conflicts (typically different participant names).
5. Afterimport, review the confirmation dialog and the potential list of conflicts that were gen-

erated during import. The list displays so that you know about any duplicates that were cre-
ated. Duplicates can be identified by the number in parenthesis after the name. You can
manually adjust or delete any duplicated participants, variables, and/or values afterwards
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in Project Overview.
6. Repeat steps 1-6 for all the files you receive from external data collectors.
7. Start analyzing the aggregated data.

When there is a lot of coding to do, it may help to do the work simultaneously on several com-
puters.

Conflicting data during import can be overwritten so we advise that you make a backup
of the target project before doing an import. For more information, read

. This safeguard enables data recovery in case the data import causes
the unplanned deletion of data that should have been preserved.

How to export coding data from another project:

1. In Project Overview, select Export >Project at the top.

2. Inthe Project Export dialog, select the Export type "Send events and mapped data" in the
drop-down list at the top.

3. Click the Export button after choosing where to save the file locally. The file will be saved in
the .plex format and will contain all the coding-related data.

4. Send the generated .plex file back to the researcher doing the analysis.
How to import coding data from another project:

Open the project into which you will import the coding data.

In Project Overview, select the Import drop-down menu.

Select “Coding data.”

Use the file browser to locate the project file (*.plex) associated with the parent project.

a ks wnh =

Click Open and select either:

a. Keep data from existing Project. If there is conflicting data, you want to keep the data
in the currently-open project and discard the corresponding imported data; or

b. Replace existing data with imported data: If you want to overwrite the data in the cur-
rently-open project with imported data.

6. Click Start import.
7. When the import is finished, click Done.

We strongly recommend that you back up projects regularly and store the backups on multiple
external drives.

How to export a full project backup:

1. In Project Overview, select Export >Project from the menu at the top.

2. Inthe Project Export dialog, select Full project from the Export type drop-down list.
Everything in the project will be included.
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3. Browse to where you want to save the file.
4. Click the Export button.

When you use either Pro Glasses 2 or Pro Glasses 3 to record data, you save the data ona SD
card. You then need to import that data into a Glasses project in Pro Lab in order to be able to ana-
lyze it. Importing data from the SD card differs slightly between Pro Glasses 2 and Pro Glasses 3
as explained below.

Pro Glasses 2:
How to import recordings from Pro Glasses into a Pro Lab Glasses project:

Open the Glasses project into which you will import the recordings.
Go to Project Overview and select the Import drop-down menu.
Select Glasses 2 Recording. A file browser opens.

Locate the data file (*.ttgp) on the SD card using the file browser.
Import the data by clicking the Open button.

o gk wh =

Select the recordings you want to import.
Pro Glasses 3:

Open the Glasses project into which you will import the recordings.
Go to Project Overview and select the Import drop-down menu.
Select Glasses 3 Recording. A folder browser opens.

Locate the SD card root folder using the folder browser.

Import the data by clicking the OK button.

Select the recordings you want to import.

o0k wh =

The Recordings list contains information about the recordings in the current project. Details dis-
played include:

» Recording: The name of the recording

» Participant: The name of the participant

e Timeline: The name of the recording's timeline

 Duration: The duration of the recording

» Date: The time and date when the recording was performed

» Resolution: The resolution of the recording

» Gaze Samples: The percentage is calculated by dividing the number of correctly identified
eye-tracking samples by the theoretical maximum. An eye tracker with a 50 Hz sampling fre-
quency generates 50 samples per second. If the software can use all samples to calculate
gaze points, the value in the Gaze Samples column would be 100%. However, this
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percentage is rare, because some samples are always lost due to the participant blinking,
or looking away from the monitor in the case of a screen-based eye tracker. Blinking usu-
ally causes around 5-10% data loss during a recording.

» Open and replay a recording in the Recordings list by double-clicking it or by right-clicking
and selecting Open. The replay tab displays in the Analyze module.

« |f you want to open recordings without getting redirected to the Analyze module, right-click
the recording you want to replay and select the option Open in background. Pro Lab then
opens the recording in the replay tab in the Analyzer module, but you won'’t see it until you
go to that module by clicking the Analyze option in the top menu.

You can start and stop the recording replay using the space bar.

For more information, read

If you no longer want to keep a recording in a project, you can delete it.

A deleted recording is permanently removed from the system. It cannot be restored
after deletion.

How to delete a recording:

1. Right-click on the recording and select Delete. A warning message appears.
2. Confirm your choice by clicking the Yes, delete this Recording option.

For more information about distributed data collection, read . For more
information about exporting and importing a recording, read

The Event Types list in the Project Overview lists all Event Types that are associated with a pro-
ject. An Event Type is a definition of an Event that you want to mark in your recording. The Event
Types are used to highlight either single Events or the start and end of a sequence, i.e. a Time of
Interest. In the Replay tab, you can mark a specific point in time with an Event Type to indicate
something of interest. This creates an Event (an instance of that Event Type).

Details displayed in the Event Types list include:
» Color of the Event marker: The colored symbol to the left of the Event Type name rep-

resent the marker that will be displayed on the recordings Timeline when an Event of that
type has been created. Each Event Type has a unique color that is assigned by Pro Lab.

» Name: The name of the Event Type, assighed when the Event Type was created.

» Shortcut: A keyboard shortcut can be used to add an Event of that type to a recording
Timeline in the Replay tab in the Analyze module.
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How to create a new Event Type:

. Click the plus symbol (+) in the top right corner of the Event Type list.

Enter a name of the Event Type in the left input field of the dialogue window. If you don’t
enter a name, Pro Lab suggests one, e.g. My Event001.

In the drop-down menu to the right, select which keyboard shortcut creates an Event of that
Event Type on the Timeline.

Click OK.
The named Event Type appears in the Event Types list.

How to edit an Event Type:

@ n =

1SN

. Put the mouse pointer on the row of the Event Type you want to edit. A pen icon appears

Click the penicon. A menu appears.
Edit the Event Type details you want to modify.
» Editthe Event Type’s name by selecting the current name and entering a new.

» Edit the associated keyboard shortcut by opening the drop-down list and making a
new selection.

. Click OK.

Deleting an Event Type also deletes of all instances of it in every recording in the pro-
ject, along with all Times of Interest associated with it.

How to delete an Event type:

wn =

Put the mouse pointer on the row of Event Type you want to edit. A trash can icon appears
Click on the trash can.

Click Delete Event.

Click OK.

The Project Overview contains links to the analysis tools in the Analyze module. When you click a
tool, the software switches to the Analyze module and opens a tab for the indicated tool. You can
also access these tools by clicking the drop-down symbol next to the Analyze option in the top
navigation.

Analysis tools provide the following options:

» Visualizations: Here you create Visualizations (Heat Maps or Gaze Plots) based on the

gaze data on top of your stimuli or Snapshots. Visualizations only appear on a Snapshot
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image if data has been mapped onto the Snapshot.

» AOI editor: Here you draw areas of interest (AOIs) on your stimuli or Snapshot images.
AOls enable numerical/ statistical analysis based on regions. When an AOI has been cre-
ated, you can export eye-tracking metrics for the stimulus or Snapshot on which it is cre-
ated.

» Metrics Export: Here you export your eye tracking metrics based on AOls or Events for fur-
ther analysis in third party software, such as SPSS, Microsoft Excel, and MATLAB.

» Data Export: Here you export your eye-tracking data for further analysis in third-party soft-
ware, such as SPSS, Microsoft Excel, and MATLAB. Unlike in Metrics Export, the data
available here is not tied to AOls. Instead, you access raw gaze data, such as gaze points
in different coordinate systems, pupil diameters for each eye, the eye position, and inform-
ation about the recordings in general. Information about whether gaze data fell within AOls
is also included, but metrics regarding AOls are not provided.

You can choose between two file formats, depending on which the intended third-party
application. Go to the Settings pane and choose select either Standard, (a .tsv file suit-
able for any application, e.g. MATLAB), or Excel compatible (suitable for use in
Microsoft Excel). Both formats have the same data content.
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6

Design an experiment

Before you do a Recording in Pro Lab, you need to design an experiment in the Design module.
An experiment can consist of one or more Timelines. A Timeline outlines the order in which stim-
uli are displayed to the study participant.

When you work with a Glasses project, the Design module is not be visible because
Pro Lab doesn’t handle stimuli presentation or recording in Pro Glasses 2 or Pro
Glasses 3. Hence, you don’t need access to the Design module for Glasses projects.

When you work with a Scene Camera project, the Timeline is not visible because the
stimulus is the video feed from the external camera.

A Timeline can contain multiple stimuli of different types. Stimuli types that are currently sup-
ported include

images (.bmp, .gif, .jpg, and .png
videos (.avi and .mp4)

screen recording stimuli
webpages

calibration stimuli

How to create a new Timeline:

1.

2.

Click Design in the top navigation.
» If no Timeline is available, a Timeline with one stimulus gets created automatically.

« If there already are Timelines, you create a new one containing one stimulus by click-
ing New Timeline in the Add section of the Design module interface.

» The automatically included stimulus is a calibration object. When it is reached during
a recording, the participant undergoes a procedure that calibrates the eye tracker to
their eyes. Data collected before the calibration most likely has poor accuracy and
precision and should therefore not be used for analysis. Read more about

Add more stimuli in one of the following ways. (When stimuli get added to the Timeline,
visual representations of their contents appear on the Timeline. For more information, read
)
 Click the empty stimulus container on the Timeline. A file browser appears; use it to
locate the file(s) you want to use as stimuli. Make your selection and click Open.

» Click Add stimuli in the Add section of the Design module interface. A file browser
appears; use it to locate the file(s) you want to use as stimuli. Make your selection
and click Open.
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» Locate the file(s) you want to add as stimuli by using Windows File Explorer and drag
them onto the Timeline.

» Change the order of the stimuli by clicking on those you want to move and drag them
it to the desired position (s).

3. Add a Group by clicking Add Group Elementin the Add section of the Design module inter-
face. A new group appears in the timeline. You can drag and drop it to the desired place.
For more information, read

4. Go to the Properties panel, enter the group’s name in the Name field, and set its desired
Action, that is, determine in what way you want the content of the group to appear:

a. Show all: All stimuli in the group are displayed sequentially.

» Shuffle: All stimuli in the group are displayed in a random order. Each stimulus
appears only once.

b. Repeat: The group’s content is displayed sequentially several times over. Enter the
number of times the sequence shall be repeated. Max value is 100.

c. Sample: One, and only one, stimulus in the group is displayed. Determine how it will
be selected:

» Sequential. Each time the Sample Action is executed, it displays the next stim-
ulus in strict order.

» Random with replacement. Each time the Sample Action is executed, a ran-
dom stimulus from the group is displayed. It can reappear later in the action.

» Random without replacement. Each time the Sample Action is executed, a ran-
dom stimulus from the group is displayed. It will not reappear later in the
action, unless there are more repetitions than stimuli. For example, if you set
20 repetitions and have 10 stimuli, the cycle restarts when all stimuli have
been displayed once and all stimuli get displayed twice.

5. Add a Screen Recording stimulus by clicking Add Screen Recording stimulus in the Add
section of the Design module. A new Screen Recording stimulus appears in the timeline.
(For more information on Screen Recording stimulus properties, read
and on how to analyze a screen recording).

6. Add a Text Stimulus by clicking Add text in the Add section of the Design module. A new
Text stimulus appears in the timeline. Double-click the Text stimulus to open the text editor.
Enter and edit your text in the text editor.

7. Add an Instruction element by clicking Add instructions in the Add section of the Design
module. A new Instruction element appears in the timeline. Double-click the Instruction ele-
ment to open the text editor. Enter and edit your text in the text editor.

8. The additions are saved automatically. You can continue working with Pro Lab.
Displaying stimuli before the calibration stimulus may make the participant relax or
catch their attention before the data collection begins. However, data collected before

calibration is not supposed to be used during analysis because its accuracy and pre-
cision are highly likely to be poor.

Pro Lab User Manual v 1.181 31



How to delete a timeline:
1. Go to Timelines to the right and hover the mouse cursor over the desired Timeline. A trash
can icon appears.
2. Delete the Timeline by clicking on the trash can.
Deleting a Timeline doesn'’t affect the recordings made using it. This deletion means

that you cannot make any more recordings with that Timeline, whereas the associated
stimuli remain available for analysis.

How to duplicate a Timeline:
1. Go to Timelines to the right and hover the mouse cursor over the desired Timeline. A duplic-
ation icon appears.
2. Duplicate the Timeline by clicking on the icon. A copy of the Timeline appears.

How to change the name of a Timeline:
1. Click on the current Timeline name. (When a new Timeline is created, it is gets a name
automatically, e.g. Timeline1.)
2. Delete the current name and enter the new name.
3. Press “Enter” on the keyboard.

Click a type of element button in the Add menu or drag and drop your images and video elements
from a folder on your computer to the Timeline.

Figure 1. The Add menu on the Timeline in the Design module.

The elements that can be added from the Add menu are:

Add stimuli from your computer:

.bmp, .jpg, or .png image files. Pro Lab will scale images according to the screen
size.

.gif, .avi, or.mp4 movie files - Select video files to be presented to your participants.
Pro Lab will scale images according to the screen size.

E Add a group element (adds rules and actions to your presentation)
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Add web stimulus

Add screen recording stimulus

Add text (or instructions)

DEED

Delete selected Timeline elements

Pro Lab defines a stimulus, for example an image file, video, or calibration stimulus, as
one entity that can be used many times. As a consequence, properties set for that stim-
ulus get applied to all of its instances on all Timelines in which it appears. For example,
if the viewing time is changed for a particular image, that also changes the viewing
time for all occasions it is shown during all recordings, regardless of what Timelines it
appears on. If you want to use the same stimulus with different properties, each image
or video of it must get a unique file name.

On the Design tab, the Properties panel on the right-side of the screen changes
depending on which kind of stimuli or element you are working with.

6.2.2 Advance on

The Advance on options you select in the Properties panel on the right are displayed as icons
below the stimulus on the Timeline.

Name
Scaling

Position

Background color
Show.sBGuse cursor

Advance on Time

Key press

Mouse click

aze

Data loss reset

Figure 2. Advance on options in the Properties panel
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Timeline1

The selected
Advance on options
are displayed below

the stimulus

Figure 3. The selected Advance on options are displayed as icons below the stimulus on the Timeline.

Add a calibration stimulus by toggling on Eye tracking in the Advanced settings section in the
right-hand side panel on the Design tab.

Click the Eye tracker Calibration card in the Timeline to display its properties in the Properties
panel on the right-hand side.

The following calibration stimulus properties can be changed:
» Validate calibration: Determines if a calibration validation will happen after the calibration
or not. When toggled on, the calibration will be validated.

» Randomize target point order: Determines if the targets are shown in a random order or
not. When toggled on, the targets are shown in a random order.

» Background color: Determines what color the screen background gets when the cal-
ibration is done. The object that the participant will look at is displayed on top of this color.

Tobii Pro recommends using a calibration background color as close as pos-
sible to the stimuli background color.

1. Select background color by opening the drop-down and the color picker.

2. Click on the desired color or enter a hexadecimal color code in the number entry
field.

3. The background color is updated and appears in the Timeline as the background of
the stimuli cards displayed there.

* Number of targets: Specifies how many calibration targets (points) are displayed during
the calibration procedure. The default value is 5.

 Calibration Type: Determines how the advancement from one calibration target to the next
is handled.

» Timed: If this option is selected, the next calibration point gets displayed when the
eye tracker has signaled that it has sufficient data to proceed or when sufficient time
has passed for the collection of a reasonable amount of data.

» Manual: When this option is selected, you proceed to the next stimuli point by press-
ing the spacebar on the keyboard.

» Calibration Target: This property specifies the appearance of the object the participant is
asked to look at during calibration. The Calibration Target object gets displayed at as many
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different locations on the presentation screen as is specified by the “Number of points” prop-
erty. (The Calibration Target can only be set if the Calibration Type is set to Manual.)

» Point: is selected, the displayed calibration target is a simple filled-in circle.
» Point color. This property specifies the color of the calibration Point.
1. Select the Point color by opening the drop-down and the color picker.

2. Click on the desired color or enter a hexadecimal color code in the num-
ber entry field.

3. The Point color is updated and appears in the Timeline as the Point color
on the calibration stimuli cards.

» Video: If this option is selected, the study participant is shown a small video clip with
accompanying sound in the location of the calibration target. This is particularly use-
ful when the study participant is a child or someone else who has difficulty paying
attention for long periods of time.

» Select video clip: Select among seven thumbnails of video clips that you can
use as the Calibration Target.

1. Start a preview by clicking the Play button on a thumbnail.

2. Ifyou click elsewhere on the thumbnail, you set that clip as the Cal-
ibration Target for the calibration stimuli on all Timelines.

3. Asmall visual representation of it appears on the calibration stimuli
cards on the Timeline in the locations where the Calibration Target is dis-
played during the calibration procedure.

 [f you want to add your own video as a Calibration Target:

1. Click the plus sign (+) next to the Add video option. A selection dialogue
displays.

2. Select your video file.

The video clips can be of many different formats. If Pro Lab can handle a
file as video stimuli, then it should work as a Calibration Target as well.
Note that the file is not scaled, so it should have as suitable size for your
screen.

» Resizing Video: This calibration target is designed to maintain the attention of an
infant. The study participant is shown a dynamic video that plays continually through-
out the calibration process. The video begins in full screen and then scales down to
the specific calibration target locations to capture data for the calibration. Between
calibration points, the video expands back to full screen.

During calibration, if the participant becomes uninterested, it is possible to switch to a
different target video clip ad hoc from the Moderator view without stopping the record-
ing (requires a dual screen setup). Manual calibration type is required.

» Animation Duration: Specifies how long it takes the video to transition between
the full screen size and the specified target minimum size. Use the drop-down
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menu to choose a default speed or enter a custom duration in seconds.

» Target minimum size: Specifies the minimum size of the video at the cal-
ibration points. This value assumes that the participant is positioned perfectly
centered and 650 mm from the center of the presentation screen. Targets at
the corners or edges of the screen will display larger than the center target to
ensure that the angular approximation is respected on the overall screen.

» Target video clip: This video is presented to the participant throughout the cal-
ibration. To add a custom target video clip from your local computer (.avi or
.mp4), click the plus sign (+) next to Add video. The video will be shown full
screen so ensure proper resolution.

To download an example video clip (caterpillar), click the Download video icon
(requires an internet connection). The suggested video will open in your
default browser. Download it to your computer and then browse to it using the
Add video button as above.

The following properties of an image stimulus can be changed:

Name: By default, the stimulus name is identical to the file name of the image file. You can
change it to any desired name. However, each stimulus must have a unique name.

Scaling: This determines how the stimulus appears on the screen.

« If you select Original, the size (in pixels) of the image file is retained and displayed as
is. This means that, if the resolution of the screen is lower than the image size, only
parts of the image are shown.

« |f you select Fit to screen, the image is either enlarged or shrunk (keeping its aspect
ratio) to fit on the screen during stimuli presentation.

Position: This governs where on the screen the stimulus appears (e.g. centered or upper-
left corner). Change the display position by clicking on one of the position boxes. The active
position is represented by a turquoise square.

Background color: Most stimulus images don’t cover the entire screen. This setting determ-
ines the color of the unused part of the screen.
1. Select the background color by opening the drop-down and the color picker.

2. Click on the desired color or enter a hexadecimal color code in the number entry
field.

3. The background color is updated and appears in the Timeline as the background of
the stimulus card for the selected stimulus.

Show mouse cursor: Click to record and show the mouse cursor.

Advance on determines for how long a stimulus is displayed. This property has three set-
tings that can be used one by one or in combination. For example, if both Time and Key
press are selected, the next stimuli gets displayed when the time has run out or if any key
has been pressed before the expiration of the time set in the Time setting. The available set-
tings are:
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Time:You specify for how long a stimulus is displayed, using seconds and mil-
liseconds. The actual viewing time can vary dependent on the update frequency of
your screen and the capabilities of your computer. The setting has a minimum value
of 50ms; This value is selected based on tests showing that even high-end com-
puters cannot guarantee consistent exposure times at lower values.

Key press: If this option is selected, you advance from the one stimulus to the next on
the Timeline by pressing any key on the keyboard.

Mouse click: If this option is selected, you advance from the one stimulus to the next
on the Timeline by clicking the mouse.

Gaze: The stimulus is displayed until the participant fixated a certain amount of time
within a defined area (Trigger zone) on the stimulus. The time is specified in seconds
and milliseconds. If there are gaze samples outside the Trigger zone, or there is
>34ms of data loss before the trigger time is reached, the Gaze trigger time will start
over from zero.

Data loss reset. The default value for data loss is 34 ms but you can adjust the time
using the up and down arrows.

The following properties of a video stimulus can be changed:

* Name: By default, the stimulus name is identical to the file name of the video file. You can
change it to any desired name. However, each stimulus must have a unique name.

» Scaling: Determines how the stimulus appears on the screen.

* If you select Original, the size (in pixels) of the video file is retained and displayed as

is. This means that, if the resolution of the screen is lower than the video size, only
parts of the video are shown.

 [f you select Fit to screen, the video is either enlarged or shrunk (keeping its aspect

ratio) to fit on the screen during stimuli presentation.

» Position: Governs where on the screen the stimulus appears (e.g. centered or upper-left
corner). Change the display position by clicking on one of the position boxes. The active
position is represented by a turquoise square.

» Background color: Most stimulus videos don’t cover the entire screen. This setting determ-
ines the color of the unused part of the screen.

1.
2.

Select the background color by opening the drop-down and open the color picker.

Click on the desired color or enter a hexadecimal color code in the number entry
field.

The background color is updated and appears in the Timeline as the background of
the stimulus card for the selected stimulus.

» Advance on determines for how long a stimulus is displayed. This property has two set-
tings that can be used one by one or in combination. For example, if both Key press and
Mouse click are selected, the next stimuli gets displayed when any key has been pressed
or if any mouse button has been clicked. However, when the clip has reached its end, the
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next stimuli on the Timeline appears automatically. The available settings are:

* Key press: If this option is selected, you advance from one stimulus to the next on the
Timeline by pressing any key on the keyboard.

» Mouse click: If this option is selected, you advance from the one stimulus to the next
on the Timeline by clicking the mouse.

» @Gaze: The stimulus is displayed until the participant fixated a certain amount of time
within a defined area (Trigger zone) on the stimulus. The time is specified in seconds
and milliseconds. If there are gaze samples outside the Trigger zone, or there is
>34ms of data loss, before the trigger time is reached the Gaze trigger time will start
over from zero.

» Data loss reset. The default value for data loss is 34 ms but you can adjust the time
using the up and down arrows.

To view and edit an image or video stimulus in a larger format, hover the mouse over the stimulus
card on the timeline and click the Edit button (pencil) in the lower right corner. The selected image
is then displayed in a larger format. If Advance on Gaze is selected you can edit the size and
placement of the trigger zone in this view. For example, you may want to advance when the par-
ticipant looks at one part of the screen or at a particular object. The default zone is in the middle of
the stimulus.

To navigate back to the Timeline view, use the Back to Timeline button in the upper left corner.

Sometimes stray coordinates end up outside the trigger zone and these can then
restart the trigger time calculation. Tobii Pro recommends making the trigger zone as
large as possible so that any stray coordinates are more likely to be inside the gaze
trigger zone.

Note that any modifications to the Trigger zone will be reset if the option is deselected
and then reselected.

The Web stimulus is used to display web pages to participants during a recording. In order to use
this element during a recording, your computer must be connected to the Internet or the websites
need to be stored locally on your computer. Tobii Pro Lab uses the website’s URL or a local
address to open the site in the built-in Lab browser. This browser automatically records all mouse
clicks, keystrokes, and web pages visited during the experiment. The following properties of a
Web stimulus recording can be changed when you select a web element on the Timeline on the
Design tab:

Name: By default, the stimulus name will be Web page (n). You can change it to the name of the
web page, however, each stimulus must have a unique name.

URL: Enter a URL or a local computer address (you do not need to type http://). If you leave it
empty, the Lab browser will launch without a URL. For example, this might be useful if the
researcher wants the participant to select their own starting web page. The Lab browser launches
in full screen mode.
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The local files need to be available on the computer you are using. This is because the
web stimulus is used to display webpages to participants during a recording. In order
to use this element during a recording, your computer needs to be connected to the
Internet or the websites need to be stored locally on your computer.

Description:A description of the web stimulus.

Frame rate: Available values are 5, 10, 15, 25 (default), and 30fps (frames per second). In most
cases, the default rate of 25 fps is good enough.

Video quality: High means that the screen is recorded at native resolution. Medium is 75% of nat-
ive and Low is 50% of native resolution. Use high resolution if possible. If you need to save com-
puter CPU or disk space and do not require a detailed recording, select a lower video quality.

Advance on: If the box “Time” is checked, you can then set the amount of time before the record-
ing moves to the next stimulus on the Timeline.

Web screenshots: Toggle on and off automatic screenshots. Alternatively, you can capture
screenshots manually instead using the F8 key or clicking at the Capture web screenshot button
at the bottom of the Moderator screen.

For more information about recording, read and for more information
about analyzing recordings with web stimuli, read

The following properties of a Screen Recording stimulus can be changed:

» Name: Enter an appropriate name. If left as-is, Pro Lab sets the name to Screen Recording
with a unique number if there is more than one stimulus with this exact name, e.g. Screen
Recording (1).

» Frame rate: Available values are 5, 10, 15, 25 (default), and 30 fps (frames per second). In
most cases, 25 fps (default) is good enough.

» Advance on: If your experiment requires that you advance to the next stimulus after a set
time period, check the Time checkbox and enter the length of the period.

» Video quality: High means that the screen is recorded at native resolution. Mediumis 75%
of native resolution and Low is 50% of native resolution. Use native resolution if possible.
However, if you need to save computer CPU or disk space and you are not interested in
details in the recording, select a lower video quality.

For more information about analyzing a Screen Recording, read

Use the Text stimulus to write text you want the participant to read during the recording. This type
of stimulus is intended for reading research but you can also use it to give instructions or anything
else conveyed with text.

Tobii Pro Lab will compute AOI reading metrics on Automatic AOIls, generated on three levels
(depending on what you choose): Characters, Words and Sentences.
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Read the phrases on the top of each|slide.

Answer the gquestions about their content by

clicking on|the correct | answer. You have a
time limit of 1 minute per slide to answer

the guestion.

Fress SFACE to start.

Figure 4. Sample instructions using the Text editor

Click the Edit text button (or double-click the element on the Timeline) to write the text and to see
the full editing interface with additional functionality including a font selector, font size, and margin
control. You can also choose to visualize boundaries to see the Automatic AOIs' size.

The following Text stimulus properties can be changed:

Name: Enter an appropriate name. If left empty, Pro Lab sets the name to Texts with a unique
number if there is more than one element with this name, e.g. Text (1).

Background color: Sets the background color of the entire Text element.

Text color: Sets the font color

Margins (%): Controls the amount of space between the edge of the element and the text.

Display margins: Click the Display Margins button in the full editor to see the margin’s dotted
lines as you adjust the percentage. These dotted lines won’t show in the element.

Edit text Click the button to see the full editing interface with additional functionality including a
font selector, font size, margin control and boundaries. Note that the line height will affect the ver-
tical size of AOls.

Show mouse cursor: Select this to enable the participant to see their mouse cursor during the
recording.

Advance on: Determines what triggers the next stimuli to display. The available settings are:

» Time: Time: The minutes and seconds clock appears on the Properties panel when this is
checked. Participant advances to the next stimulus after the set amount of time.
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» Key press: Participant advances to the next stimulus by pressing any key on the keyboard.
» Mouse click: Participant advances to the next stimulus by clicking the mouse.

Punctuation
Pro Lab supports the symbols using a question mark (?); exclamation mark (!); and period (.) as
an end to a sentence.

The punctuation marks must be followed by a space so that they indicate the end of a
sentence.

Text Editor

» The text editor supports Unicode characters in the Basic Multilingual Plane (BMP). Among
other things, in the BMP, there are the Latin characters and symbols, transcriptions, other
European characters and writing systems. For more information, search for unicode inform-
ation online.

» The text editor does not support Input Method Editors (IME). Using an IME might cause
instability and cause Pro Lab to stop working.

» The text editor supports copy and pasting from external text editors as long as Unicode
characters in the Basic Multilingual Plane (BMP) are used. Pay special attention to the font
properties when copying and pasting because these are not always copied correctly.

Groups are containers of timeline elements and enable more compact timeline designs. The
behavior of the elements inside a group is determined by the action property set for the group.
You can nest groups within groups to create more complex stimuli presentation behaviors.

How to edit the group properties and content:

1. There are 3 ways to open a group:

» Click the triangle at the bottom right-hand corner of group’s tile; or

» Double-click the group; or

» Highlight the group and press Enter on your keyboard.
2. The group’s content appears below the group element and displays its contents.
3. Add a new stimulus or group:

» by dragging-and-dropping; or

» by clicking-and-browsing in the empty tile in the Timeline; or

» by dropping onto the unexpanded group icon.

* [f you wish to add a stimulus or to group them with another group, you must select the
target group (click in the expanded area) and open it before doing a drag-and-drop.

4. Change the order of the group elements on the Timeline by dragging-and-dropping its Stim-
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uli and Groups in the desired order.
5. The addition is saved automatically. You can go on working with Pro Lab.

If you delete a stimulus in a group, your action only deletes that copy of it, whereas all
other copies elsewhere among groups and timelines remain unaffected. However, if
you change the properties of a stimulus in a group, your action affects that stimulus
everywhere among groups and timelines, also in such instances that have been copy-
pasted.

How to duplicate a group:

1. Duplicate a group by selecting it and copying it (CTRL + C).

« All stimuli and groups nested inside it are duplicated, too.

« This is an appropriate method when you want to nest a group inside another group.
2. Open the target group and select the item just to the left of the desired location.
3. Paste (CTRL + V) the copy. It appears in the desired location.

You can change the Timeline inside a duplicated group without affecting the original
version, and vice versa. However, if you change the properties of a stimulus in a
group, your action affects that stimulus everywhere among groups and timelines, also
in such instances that have been copy-pasted.

How to delete a group:
1. Delete a group by selecting it and clicking on the garbage can icon, or by pressing the
delete button on the keyboard.
2. This action also deletes all groups and stimuli nested inside it.

A stimulus/group variable is a specific feature of your stimulus or group of stimuli that are part of
the context in which the behavior occurs. It is often an expression of or a subset of your inde-
pendent variable and covariates. Examples include number of items, item category, stimuli dens-
ity, color, brightness, and contrast.

In Tobii Pro Lab, stimulus/group variables are a way of adding metadata related to the stimuli that
you can use later during your analysis, e.g. independent variables or co-variate that you wish to
add as a column in your data export.

How to create a stimulus/group variable

1. In Pro Lab, open your project in the Project Overview.
2. Open the Stimulus panel by clicking on “Stimulus Variables” in the left column.
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3. Create a new variable by clicking on the plus sign in the top right corner of the Stimulus
panel. A new variable appears with a default value.

4. Enterthe variable’s name in its name field to the right of the chevron (single “arrowhead”).
5. Press Enter after writing the name. The cursor moves to the first value field.

6. Enter the value’s name in its name field. Add a new value by pressing Enter or by clicking
on the “Add value” plus sign.

How to assign a stimulus/group variable:

1. Open the Design module.

2. Add stimuli by using the Add buttons located in the upper right and then browsing and
selecting them on your computer.

3. Select the desired stimulus or group. Multiselect is enabled.

4. Assign a value by clicking the checkbox next to it in Stimulus variables on the Properties
panel. Use the Edit variables button to add or edit variables.

5. Select the value you want to assign to the stimulus or group.

TTL signals are the current standard for synchronizing data between stimuli presentation soft-
ware, biometric data sources (e.g., EEG, GSR), and data collection software. In Pro Lab, you can
send TTL signals through a parallel port on the computer running the software.

Pro Lab sends a TTL marker only for an image or video stimulus onset.

If this setting is activated, TTL markers are sent for image and video stimuli on the
Timeline, unless manually specified otherwise. In addition, settings for marker value
type and marker bit depth are also set for the stimuli collectively. Only the TTL marker
value can be specified per stimulus, provided that you set this property to manual.

Pro Lab sends the TTL markers when it estimates that the image or video stimulus has
appeared on the screen. This estimation uses, unless otherwise specified, a zero lag
display and a 10ms screen latency. If you need to have high timing precision when
sending TTL markers at stimulus onsets, read the Timing guide for stimulus display in
Pro Labto learn how to provide your setup with a precise stimulus timing.

How to activate the sending of TTL markers on stimulus onset:

1. Select animage or video stimulus on the Timeline.

2. Click the “Send Stimulus onset markers (TTL)” toggle switch under the Advanced settings
in the right-hand panel.

3. Select Automatic or Manual as the marker value. The default setting is Automatic. If a stim-
ulus appears several times on the same Timeline, all occasions get the same marker value.
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If you select “Automatic,” Pro Lab automatically assigns a unique value to each stim-
ulus on the Timeline, starting with 1 for the first and going up incrementally by 1 for
each following stimulus. If you select “Manual,” Pro Lab still assigns a value to each
stimulus, but you can modify that value in the properties of each stimulus.

How to change the TTL marker value for a stimulus:

Click the image or video stimulus on the Timeline.
Enter the marker value you want to use for that stimulus in the TTL marker value input field.
If you don’t want to send a TTL marker for a specific stimulus, setits TTL marker value to 0.

Select the desired marker bit depth. The default is 8 bits. This value governs how many
marker values you can use and it depends on how much the listener to the TTL signal can
handle. An 8-bit marker depth enables the use of up to 255 different marker values,
whereas a bit depth of 3 or 1 enables 7 or 1 different markers.

wn =

The marker signal is set to be active for approximately 34ms after the moment when
Pro Lab assumes the stimuli starts to when it becomes visible on the presentation
screen. This value was selected to allow for sampling frequencies of 30 Hz in devices
listening to the signal while still being shorter than the shortest stimulus display time
(i.e. 50ms).

Each stimulus instance is represented by a Timeline card. It contains information about the stim-
ulus name, what it looks like, and what its background color is. These settings are governed by
the stimulus properties. However, a card’s shape and size are determined by global settings that
affect all cards at once.

In the bottom left corner of the Design module interface, there is a toggle switch that enables you
to display large or small representations of the stimulus cards. Change card size by clicking on
the left part of the switch for small, or on the right part for large. The default setting is small cards.

You use the drop-down list “Preview screen resolution” to select what resolution is used on your
presentation screen. The shape of the stimuli cards gets the same aspect ratio as the screen on
which the stimuli are displayed. In addition, the stimuli are scaled on the cards to indicate how
much screen area they cover during the presentation.

All Tobii Pro eye trackers delivered with screens get their recommended screen resolutions listed
in the drop-down. So if you know that you will use, for example, a Tobii Pro Spectrum, you can
select it in the list and see on the stimuli cards how the stimuli appear on the Pro Spectrum
screen.
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Each stimulus instance is represented by a Timeline card. It contains information about the stim-
ulus name, what it looks like, and what its background color is. These settings are governed by
the stimulus properties. However, a stimulus shape and size is determined by global settings for
resolution and scaling that will also determine the shape and size of the timeline element.

Use the drop-down list “Presentation screen resolution” to select what resolution should be used
on your intended presentation screen. The shape of the stimuli cards gets the same aspect ratio
as the screen on which the stimuli will be displayed. In addition, the stimuli are scaled on the
cards to indicate how much screen area they cover during the presentation. When the recording
starts the chosen resolution will be applied on the presentation screen and then reverted back if
the screen had a different resolution.

All Tobii Pro eye trackers delivered with screens get their recommended screen resolutions listed
in the drop-down. So if you know that you will use, for example, a Tobii Pro Spectrum, you can
select it in the list and see on the stimuli cards how the stimuli appear on the Pro Spectrum
screen.

Always use the native resolution of the presentation screen to guarantee correct timing
and correct aspect ratio.

In order to start the recording, the scaling of the presentation screen must be 100% in order to
ensure correct format of the stimuli. To change the scaling, adjust your computer’s Display Set-
tings.

Sometimes you need to see the cards in your Timeline to be smaller or larger. In the top right
corner of the Design module (next to the Recorder link button) you can switch between viewing
large or small representations of the stimulus cards.

Change card size by clicking on the two symbols. The default setting is small cards.
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7 Make recordings

The Recorder module in Pro Lab provides you with all controls required for making recordings for
later analysis in the Analyze module.

If you work with a Glasses project, the Record module is not available because there is
no need to access the Record module for Glasses projects.

If you want to build and pilot a data project but you don’t currently have access to an eye tracker,
you can use the Mouse Tracker as a temporary substitute. This sensor produces gaze data at the
location of the mouse cursor. Note that filters and analysis may not work like they do for real eye-
tracking data therefore this feature is intended for piloting and demonstration and teaching pur-
poses, not bona fide research. The data is sampled at 60 Hz or 250 Hz.

How to use the Mouse Tracker:

1. Inthe Record module, select “Mouse Tracker” from the list of eye trackers in the Eye
Tracker card above the timeline.

2. Use the radio buttons to select between 60 Hz and 250 Hz.

If you only have one Timeline and you approve of your selections in Pro Lab, start a recording by
selecting the Start recording button in the lower-right corner of the Record module. However, if
you want to verify all selections, use the instructions below to start a recording.

A recording ends after the appearance of the last stimulus or by an action by the moderator.

Pro Lab does not support presentation screens that have the Windows screen duplic-
ation setting enabled

How to make a recording:

1. Ensure that the desired devices are enabled and selected. They (eg. the eye tracker, par-
ticipant camera, microphone, GSR, and TTL port) are represented by cards above the
Timeline(s). For more information, read

2. Select the desired Timeline by clicking it. The active Timeline is hlghllghted in purple. The
number before the name of the Timeline indicates how many recordings have previously
been made using it.

3. Select the participant you will record from the list of participant names. If that person has no
previous recordings, select the +New button and enter the participant's name in the name
field. Note that the Start Recording button is disabled until a participant is selected.
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You can define or edit already defined participant variables. For more inform-
ation, read

4. Give the recording a name by entering it in the “Recording name” input field in the Record-
ing section.

5. Specify which of your connected screens will display the stimuli. The active screen is high-
lighted in purple in the Target Screen section of the interface. If you are unsure which
screen is which, click on the “ldentify” button. A number corresponding to the rep-
resentations in Pro Lab then appears for a moment on all connected screens. You can also
modify screen latency. For more information, read

6. Start the recording by clicking the Start recording button. If the Start recording button is
grayed out after doing the above steps, you may need to prepare the timeline. For more
information, read

How to stop the recording:

The recording can be stopped using the ESC key (default method) or Shift+ESC.

The ESC key is sometimes custom-programmed on individual computers to close the
browser or another application so it is recommended to use Shift+ESC for Web record-
ings.

The first time you create a timeline with a text element and want to record it, or if a previously cre-
ated timeline with a text element has changed, then you will see the Prepare timeline button in
the lower right instead of the Start recording button.

How to prepare the timeline:

1. Click the Prepare timeline button.
2. Pro Lab will prepare the timeline for recording. When it is finished, select OK.
3. Follow the steps in

When a recording is running, the Pro Lab application window switches to the moderator view. It
displays those stimuli that the participant sees on their screen and it additionally informs the
recording moderator about whether the eye tracker is detecting a gaze, whether the participant is
positioned in a way that enables data collection, for how long the recording has been running, and
what participant name and recording name are used. It also provides the moderator with the
opportunity to terminate the recording at any time.

The moderator view is only available if more than one screen is connected to the Pro
Lab computer and the Target Screen is not the same as the screen on which the applic-
ation window is shown.
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Calibration

In human populations, there is a natural variation in the shape and geometry of the eyes. For
example, the exact location of the fovea varies from individual to individual. Tobii Pro Eye Track-
ers, use a subject calibration procedure to optimize its gaze estimation algorithms (i.e. the 3D eye
model) and account for this variation, resulting in a fully customized and accurate gaze point cal-
culation. Additionally, some eye trackers use the calibration procedure to select the detection
mode (dark or bright pupil) that provides the best data, and then lock, or use that mode pre-
dominantly during the recording.

During the calibration the participant is instructed to look at calibration targets that appear at mul-
tiple locations on the plane (commonly the surface of the display monitor) where the stimulus is
located. The data collected during this period is then mapped to those locations using, a standard
configuration of the 3D eye model or the last configuration saved to the eye tracker, e.g. the last
previous test participant. The 3D eye model in Tobii Pro Eye Trackers compensates for drift, so
the calibration is done only once before starting to collect data and does not need to be adjusted
during recording. However, keep in mind that fluctuations in pupil size may cause shifts in the
indicated gaze position, and the experiment should be designed accordingly. It is good practice to
use a calibration background color that matches the stimuli.

Add a calibration stimulus to the Timeline in the Design module. For more information, read
. When that stimulus is reached on the Timeline, the calibration procedure is initiated.

Validation

In order to trust the quality of your recorded data, it is important to verify and quantify the eye-
tracking data quality during the recording. Consequently, to evaluate the performance of this new
algorithm configuration it is best practice to test it with a new data set. This provides a more real-
istic estimate of the data quality of your recording.

This process of collecting new data to quantify and evaluate the data quality after calibration is
called a calibration validation.

Calibration validation is on by default. This means that it occurs directly and seamlessly after the
calibration is done. During the validation, the participant sees four additional calibration targets on
the screen.

The results of the validation are displayed after the calibration validation procedure. They can be
reviewed and exported later, in the Project Overview section, or by using the Data Export tool.
They are highly dependent on the calibration used at the time you do the validation. Any changes
made to the calibration will have to be validated again.

Disable validation

Calibration validation is a part of the normal calibration process. But sometimes it is necessary to
disable the validation when it is hard to hold the subject’s attention, for example, when the par-
ticipant is an infant. You can turn off the validation by selecting the Calibration element in your
Timeline and then toggling the Validate Calibration switch in the Properties Panel, under Cal-
ibration.

The controls for the calibration can either be displayed on the target screen in front of the par-
ticipant or in the moderator view. This setting is made on the Record section, under the
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Calibration controls list box. If you display the controls in the moderator view, you get better con-
trol of the calibration.

Perform a calibration validation:

1. Select a Timeline that contains a stimulus, and starta

2. The participant should sit comfortably in front of the eye tracker in a way that provides the
eye tracker with an unrestricted view of the participant’s eyes. Do this by using the graph-
ical representation of the track box (i.e. the location of the eyes in relation to the eye
tracker) in the Moderator view or the Presentation screen. If the eye tracker can see the
eyes, it depicts them as two white dots that ideally appear in the center of the track box.

3. The participant should let their gaze follow the target object that appears on the screen
once the calibration starts.

4. Click the Start calibration button on the presentation screen. The calibration procedure
starts. If requested, the validation starts immediately after the calibration and presents four
additional targets.

5. When the calibration data has been collected and validated, a visual representation of the
calibration results displays on the presentation or moderator screen.

6. . When the calibration and validation results
are satisfactory, click Continue. The rest of the Timeline is presented to the participant.

Inspect the calibration and validation results

The visual results can be displayed either as averaged values for both eyes combined or sep-
arately for each eye. Select this using the two radio buttons at the top right of the Calibration win-
dow: Average Results or Left and Right Eyes Results.

Each colored dot represents a gaze sample collected during the calibration or validation, green
for the left eye and blue for the right eye. Orange dots represent the average gaze sample
between left eye and right eye. White dots represent the average gaze sample across entire tar-
gets. Colored lines are drawn between targets and white dots to represent accuracy. Colored
circles are drawn around white dots to represent precision.

The crosses indicate where the validation target objects appeared on the screen and the pluses
where the calibration target objects appeared on the screen. When your cursor hovers over a tar-
get, a pop-up window appears with the target's accuracy and precision displayed in degrees and
pixels as well as the number of related gaze sample.

Tobii Pro eye trackers display different numbers of gaze samples for calibration tar-
gets. Some eye trackers will display only one gaze sample per calibration target.

To the right of the window, the Calibration average results table helps you interpret the results.
This is the average total results across all calibration targets for all the calibrations done with the
current participant. These results represent the estimated error in the gaze estimation algorithm
(3D eye model). They do not represent the real accuracy and precision you can expect during the
recording. Instead, if the calibration you just did was validated, it will show validation average
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results below it. Validation average results are the estimate of the average total results across all
validation targets for the relevant calibration. These results represent an estimate of the accuracy
and precision you can expect during the recording.

If data is missing from some calibration targets, if data is mapped too far away from the targets or
if the calibration average results are too high for your experiment, you should recalibrate. When
recalibrating, you can choose to either redo the entire calibration or to recalibrate only selected
points. To redo the whole calibration, click the Recalibrate all points button. If you want to redo
the calibration for selected points, select them by clicking on them and then click Recalibrate.

If data for the calibration is good enough, you should inspect the data for the validation.
Ultimately, the validation data is what matters if you want good accuracy and precision during the
recording. If data is missing from some validation targets, if data is mapped too far away from the
targets, or if the validation average results are too high for your experiment, you should validate
the calibration again. If you want to validate the calibration again, you cannot select individual
points but instead must run the validation again. Select Revalidate.

More information about accuracy and precision definitions can be found in our Metrics report on
tobiipro.com. Please note that the precision values are provided without applying a filter.

Reuse calibration

In some circumstances you can reuse previously made calibrations (e.g. you are running multiple
recordings in a row with the same participant). It is recommended to reuse calibrations only if con-
ditions are similar from one recording to the next one: same participant, same experimental envir-
onment, same lighting conditions, similar stimuli background, etc. For each Participant, Tobii Pro
Lab saves the last five calibrations.

How to reuse a calibration:

1. Starta with an existing Participant that was previously calibrated.

2. When the recording starts, you see the track box and click on Reuse calibration.

3. The calibration results window opens. Select the calibration to use from the Calibration
average results table and click Continue or Validate (if validation is active).

Reused calibrations will have to be re-validated if validation is active.

A recording can either end when the last stimulus has been displayed or by an action of the mod-
erator. To stop an ongoing recording, the moderator can:

» press F10 on the keyboard or click the Next button in Moderator view

» press the ESC button or press Shift + ESC on the keyboard

» click the Stop recording button in the Moderator view
When the recording finishes, you can Save or Discard the recording. To save it, you must confirm

that you have obtained participant consent. Alternately, you can select Discard recording to
delete the recording. The participant will also see the dialog about their consent to store/transfer
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their eye tracking data on the target screen. For more information, go to Tobii's Data Trans-
parency policy.

A recording either ends when the last stimulus has been displayed or by the moderator’s inter-
ruption.

Dynamic web content

Dynamic web content is a conceptually and technically difficult aspect of today’s web pages.

Concept-wise, it is difficult to compare data from several recordings when the dynamic content
makes each interaction with a web page different for each participant.

Technology-wise, it is challenging to capture content that changes over time in a useful way to be
used in visualizations of eye-tracking data, especially if the content only changes on some parts
of a page. Pro Lab captures a screenshot of each page the participant visits and whatever is
shown on the page at that time will be what is visible in the Visualizations tab.

You can capture screenshots manually using the F8 key; or by clicking the Capture
web screenshot button at the bottom of the Moderator tool; or adding your own screen-
shot in the Custom Web TOI dialog.

Screenshots: The Lab browser will capture an automatic screenshot for every viewport (the part
of the page which is visible on the screen) and then stitch them together into a full screenshot.
The screenshot is captured before leaving the page. Any fixed elements on the page will be dis-
played only once and in the place where they first appeared. Fixations on a fixed element will be
transferred to the right place even if the page was scrolled.

Pro Lab might not be able to take a screenshot of Single-page applications or pages.
(A Single-page application (SPA) is a web application or web site that dynamically
rewrites the current page rather than loading completely new pages from a server.)

On the Design tab, screenshot capturing can be turned off to save on performance during record-
ing. Screenshots can then be captured manually using the F8 key or clicking the Capture web
screenshot button at the bottom of the Moderator tool.

You can also import a screenshot in the Custom TOI dialog.

Move to Next and Stop: When pressing F10 for next stimuli or Esc/Stop for ending the recording;
it will take a few moments before the browser has reloaded or closed down. Make sure to not
press the button again.

Tabs: The Lab browser does not display tabs. It will not display web pages prompted to be
opened in a new tab or window. Participants can use Ctrl + click to open in the same window.

Full screen mode: The web page can only be displayed in full screen mode.
Download: Downloading is disabled although participants can still click the download link.

Bookmark: It is not possible to add bookmarks. This is because there is a new session of the web
browser every time so customizations such as bookmarking are not possible.

Video content: Flash player is not, and cannot be installed. this may cause some video content to
not be displayed.

Hamburger menu: The hamburger menu in the upper right corner is visible but has no function.
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When you have created a new scene camera project, or opened an existing one, the Project Over-
view window appears on your screen. Open the Record module by clicking the Record option in
the main menu bar.

A recording is terminated by an action of the moderator.

How to make a recording:

1.

Check that the devices used for the recording are enabled and selected. They (e.g. the eye
tracker, scene camera and TTL out port) are represented by cards at the top of the window.
Note that there is no Timeline(s) in Scene Camera projects. For more information, read

The Scene Camera card is only displayed when a Scene Camera is connected
to the system.

Deactivate the scene camera’s Autofocus function. See its user manual for more inform-
ation. If the Autofocus function is active during a recording, focus may shift and cause incor-
rect data mapping.

Sound is recorded by a connected microphone by default. If you don’t want to record
sound, set this on the Scene Camera card by clicking on the card and disabling the “Use
audio” switch. If more than one microphone are connected to your system, select which
one to use in your recording.

Select the name that you will record from the list of Participant names. If that person has no
previous recordings, select the + New button and enter the participant's name in the name
field. If no name is entered , Pro Lab suggests a name, such as “Participant1.” Note that the
Start Recording button is disabled until a participant is selected.

You can define or edit already-defined participant variables. For more inform-
ation, read

Enter the recording’s name in the “Recording name” input field in the Recording section. If
no name is entered, Pro Lab suggests one, such as “Recording1.”

Start the recording by clicking the “Start recording” button.

When the recording finishes, you can Save or Discard the recording. To save it, you must
confirm that you have obtained participant consent. Alternately, you can select Discard
recording to delete the recording. The participant will also see the dialog about their con-
sent to store/transfer their eye tracking data on the moderator screen. For more inform-
ation, read the Tobii Eye Tracking Data Transparency Policy.
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When you use an eye tracker that is not attached to a monitor, it must be configured so
that the application registers where the eye tracker is located in relation to the stimulus
and what area is supposed to be measured. The eye tracker should be configured for
stand-alone use using Tobii’s free Eye Tracker Manager software. There is also con-
figuration information included in your eye tracker’s user manual.

If you disregard configuring the eye tracker, you will get incorrectly mapped data.

When a recording starts, the Pro Lab application window switches to the moderator view. It dis-
plays the video of the scene camera and informs the moderator whether the eye tracker is detect-
ing gaze, whether the participant is positioned in a way that enables data collection, for how long
the recording has been running , and what participant name and recording name are used. It also
provides the moderator with a way of terminating the recording at any time.

You ensure good eye-tracking data by performing a calibration before starting data collection for
analysis. When you use a scene camera, you can calibrate in two ways: either with a pre-made
calibration board, such as the one included with Mobile Device Stand accessory (or with one you
make by yourself) or by using any physical object, such as a mobile phone or table.
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Figure 5. An example of a calibration target

The calibration controls are displayed in the Record module.
How to perform a calibration:
1. Put the calibration board or a physical object in front of the scene camera at the required
distance.

a. Setthe active area that you want to measure by moving the four purple markers to
the corners of your requested area.

b. Add the desired calibration points by dragging them from the small box in the top
right corner of the window. You must use at least two calibration points, but your cal-
ibration result improves with more points. We recommend five points: four about 25%
inwards from the four corners and one in the middle.

Pro Lab User Manual v 1.181 53



c. Ifyou use a physical object, select points that can be easily defined as targets for the
participant.

d. When you are done, lock the calibration plane by clicking the pad-lock symbol on the
right side of the window.
2. Start the calibration by clicking the Calibrate button. Two buttons appear: Calibrate point
and Abort calibration.
3. The first calibration point is indicated. Instruct the participant to look at it. When they do so,
click Calibrate point. Repeat this step for each calibration point.

4. You can stop the calibration by clicking Abort calibration.

A recording can either end when the last stimulus has been displayed or by an action of the mod-
erator. You stop a recording before the last stimulus has been completed by clicking the “Stop
recording” button in the moderator view or by pressing the “Esc” button on the keyboard.

When the recording finishes, you may Save or Discard the recording. To save it, you must confirm
that you have obtained participant consent. Alternately, you can select Discard recording to
delete the recording.

The participant will also see the dialog about their consent to store/transfer their eye tracking data
on the Moderator screen. For more information, read Tobii's Data Transparency policy.

A Scene Camera recording can only be stopped by the moderator, as the recording
doesn’t follow a timeline.

Participant Variables are used to filter data when generating visualizations, calculating eye track-
ing metrics and comparing the behavior of different participant groups. Variable and variable val-
ues are also included in the data export files for further statistical processing. Once created, you
can select values for the participant variables when you edit your participants.

The participant variables are handled from the Participant card in the Record module or on the
Project Overview. You can define participant variables before or after recordings.

Add a new participant variable

You can add, edit, or remove participant variables from either the Project Overview or Record pan-
els:

1. In the Record module, click the Edit variables H button. (If you are on the Project Over-
view tab, the Participant Variables button is on the left-hand side.) Click the button to dis-
play the Participant variables panel on the right-hand side of the screen. Use the panel to
add, edit, or remove participant variables.

2. Ifthis is the first time you are adding participant variables, use the Plus “+” button to add a
new participant variable and a generic participant variable. If you already have participant
variables defined for this participant, they are displayed in the Participant variables panel.
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For more information, read
3. Enter the name of the first participant variable in the text field and press Enter.

4. Add a new value for the participant variable by clicking the “+” button. A new participant vari-
able value is added.

a. Enter the name of the value.
b. Add the wanted values by using the Add Value button.

c. Ifthe participant variable is supposed to accept multiple values, select the “Allow
multi selection” check box.

d. You can also add a new value by pressing Enter in a value field.

5. When you have added the desired values, you can add another participant variable by
repeating steps 2-4d.

Add a new participant
How to add a new participant:

1. Click the Plus “+” button and enter the participant’'s name.
2. Ifthere are already defined participant variables, select the values for the participants.

Edit a participant variable
How to edit an existing participant variable in Project Overview:

1. If you need to expand the desired participant variable, click on the down arrow below it or
click on the “Expand all” button to display all participant variables.
2. Editthe desired the data. When you are done, press Enter.

3. If you want to create new participant variables and values, see

Options of deletion:

« |f you want to delete a value for a participant variable, click the trash can symbol to the right
of the value.
* [f you click the trash can symbol to the right of the participant variable name, you delete that
participant variable and all of its values. A dialog box lists the affected participants.
Delete a participant
How to delete a participant:
1. Find the desired participant and click the trash can symbol to the right of the participant
name.

2. Ifthere are existing recordings for this participant, Pro Lab lists those that are about to get
deleted. If you want to keep these recordings, DON’T delete the participant.
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An external presenter is a piece of software, for example E-Prime or other third-party software,
that communicates with your Tobii Pro Lab software. This section describes how you install the
relevant software and connect the eye tracker to the test computer, to Tobii Pro Lab, and to E-
Prime.

For more information, read

The E-Prime Eye Tracking Extensions for Tobii Pro enable you to combine E-Prime’s experiment
design and stimulus presentation with Tobii Pro Lab’s visualizations and AOI analysis. The exten-
sions enable E-Prime to communicate with the Tobii Eye Tracker (TET package) and the Tobii
Pro Lab software through a set of instructions (Routines). These instructions are organized in two
E-Prime packages:

» The TET Package contains instructions that interact directly with the eye tracker.

» The Tobii Pro Lab Package (TPL) contains a collection of instructions that interact with
Tobii Pro Lab. For example, it instructs Tobii Pro Lab to start recording.

How to connect your computer and the Tobii Pro eye tracker:
1. Connect peripherals (keyboard, mouse and other peripherals that you are supposed to use
during your eye-tracking experiments) and power cable to the test computer.

2. Assemble the eye tracker (if necessary) and connect its power cable if there is one. For
more information, check the user manual for your Tobii Pro eye tracker.

3. Connectthe LAN cable and video cable to the eye tracker and the computer.

4. Optional- Connect the secondary screen to the computer. This requires a dual output
graphic card or a splitter.

5. Switch on your computer and your eye tracker.

 If noimage appears on the eye tracker’s screen, click the Source button located in
the front of your eye tracker.

How to configure and install the software:

1. Install Tobii Pro Lab, E-Prime and E-Prime Extensions for Tobii Pro on the test computer.
For more information, read Setting up an External presenter recording with E-Prime in Tobii

Pro Learn & Support.

2. Connect the E-Prime dongle to one of the USB ports of the computer and install the dongle
driver. Windows detects and installs the correct driver automatically. If Windows doesn’t to
find the correct driver, check this support page for advice (login is required): sup-
port.pstnet.com/hc/en-us

3. Reboot your computer.
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How to connect Tobii Pro Lab to the eye tracker:

o=

Launch Tobii Pro Lab on your computer.

Create a new External Presenter project and a new test.

Go to the Recordtab and check that the eye tracker is up and running.
Switch to E-Prime.

How to set up a simple experiment using various package calls to control the eye tracker and
Tobii Pro Lab. (For more information about available routines and parameters, check the manual
for E-Prime Extensions for Tobii Pro.) Before you start, make sure that E-Prime Extensions for
Tobii Pro has been installed.

1.
2.

Open E-Studio and create a new Basic experiment.

Go to the Experiment Object, select the Packages tab, and add the Tobii Pro Lab package
and the TET package

Go to the Devices tab and add the Tobii Pro Lab device and the Tobii Eye Tracker (TET)
device.

» Leave the default parameters for these two devices as they are, unless you have
problems connecting to your eye tracker (for example, if you use several eye trackers
on the same network).

Start Tobii Pro Eye Tracker Manager and select your eye tracker. Pro Eye Tracker Man-
ager is free Tobii Pro software available on the Tobii Pro Products webpage.

Open the SessionProc, which is the topmost procedure in the experiment.
At the beginning of the SessionProc, add the following routines in order:
a. TETOpen (comment: opens a connection to the eye tracker)
b. TETCalibRegular (comment: performs a calibration of the user)
c. TPLOpen (comment: opens a connection to Tobii Pro Lab)
d. TPLStartRecording (comment: instructs Tobii Pro Lab to start the recording)
At the end of the SessionProc, add the following routines in order:
a. TPLStopRecording (comment: instructs Tobii Pro Lab to stop the recording)
b. TPLClose (comment: closes the connection to Tobii Pro Lab)
c. TETClose (comment: close the connection to the eye tracker)
Open the trial-level procedure in the experiment, called TrialProc.

In the beginning of the TrialProc, add the TPLSetDisplayEvent. This entails setting a few
parameters:

» <MediaName>: Enter the name of the media that you want to use for Tobii Pro Lab.
The media name is also the main channel for send information about the conditions
applied to this stimulus.
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10.

11.

12.
13.

 Inthis case: we write "Stim_[Text]" as the parameter. This appears in Tobii Pro Lab
as "Stim_Cat" if the Text variable in that trial was "Cat". All relevant experiment
factors are supposed to be included in the name. Example: If you have Position
(left/right) and Animal (cat/dog) as factors and they exist as E-Prime variables, your
parameter may be "[Position]_[Animal]_[Image]".

» <ObjectName>: This is the name of the E-Prime object that you create as a stimulus
image and send to Tobii Pro Lab. In this experiment, use the name of the object Stim-
ulus, so add "Stimulus" as the parameter.

If you have AOIs that correspond to the positions and sizes of E-Prime objects, define the
AOls and send them to Tobii Pro Lab. Add a TPLSetAOI routine after the previous routine
but before your experiment stimuli. By default this routine has ¢ (context) as a parameter,
but you are supposed to add more parameters:

» The media name argument from the TPLSetDisplayEvent, to make sure that you put
the AQIs on the right image.

» The name of the AOI, e.g. "AOI1". If the name isn’t unique, Tobii Pro Lab changes it
to make it unique.

» The E-Prime object that defines the AOI. Example: An E-Prime Slide object "Stim-
ulus" has a SlidelImage subobiject called "AOlleft", and therefore you are supposed to
pass "Stimulus.AOlleft".

* You may pass more AOIl arguments, as long they come in pairs of the name of the
AQI and the of corresponding E-Prime object.

o Afull parameter list can look like: ¢, "Stim_[Text]", "AOI1", "Stimulus.AOlleft", "AOI2,
"Stimulus.AQlright"

If you intend to have AOI tags, insert the TPLSetTag routine and add the following argu-
ments:

a. The media name from the two previous routines.
b. The pairs of AOl names and tags, for example:
« "AOI1"

» “left" or "Animal.cat" with the former being an ungrouped tag, and the latter
being a tag of the tag group Animal.

At the end of the TrialProc, add a TPLCompleteLabEvents routine.
Your simple experiment is now ready for execution.

How to rename a recording:

1.
2.

3.

Select the desired recording in the Project Overview.
Rename the recording in one of two ways:

» PressF2, or

» Right-click the recording name and select Rename Recording from the list of options
The current name is highlighted. Copy & paste or type a new name in its place.
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For Screen and Scene camera projects, calibration results can be viewed and exported after data
collection. This facilitates the evaluation of individual recordings for inclusion or exclusion in the
data analysis and specification of calibration quality in reports and publications.

When viewing the recordings list in the Project Overview, you can:

check whether a calibration has been performed by clicking on the arrow to the left of each
recording. If you see a calibration icon, click it to display a results image

review calibration data by hovering your cursor over the corresponding points in the image

select one of the view options “Average Results” or “Left and right eyes results” in the bot-
tom left-hand corner of the image

save the calibration results image as a .pndfile.

Exporting the calibration data in spreadsheet format
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. Select a participant’s row in Project Overview.

Click the down arrow to see more information.
If there is a calibration result, you’ll see the estimated accuracy of the result.
The calibration results display with the total average results shown in a table at the bottom.

To save the image, click the Save image to file button at the bottom right and navigate to
where you want to save the .png file. The export file contains the data of all recordings in
the recordings list. The values in the export file are average values.

A screen project typically contains a calibration validation. This will be exported in the
same way as a calibration without validation.

Pro Lab can interact with several devices during a recording, for example eye trackers, TTL par-
allel ports, external scene cameras, GSR units or monitors. Before the recording, you need to con-
figure the devices that are represented as cards above the Timelines on the Record tab.

Use the plus (+) button in the upper right on the Record tab. Here you can add a Shimmer GSR,
microphone, and/or participant camera.

The color of the device card indicates its current state:

Gray = active
Red = inactive

For some recordings, you might not want to use all devices connected to your Pro Lab computer.
For this reason, you can remove them and add them back when you need them.

How to remove a device:
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1. Click to expand the card for the desired device.
2. Click the Remove button. The device is now inactive during recordings.

Add the device back again or for the first time using the steps in section

Pro Lab does not support Bluetooth cameras and microphones. References in this
manual to cameras and microphones assume a wired connection to the computer.

Participant camera

» Use the plus “+” button on the right-hand side of the Record tab to add a Shimmer GSR,
microphone, and/or participant camera.

» [f a participant camera is added, click the card to see the drop-down list of available cam-
eras and select one. Click the drop-down list of video resolutions to select one. (See notes
below)

* You can drag the participant camera view anywhere within the replay window using the
Move button. You can expand the size of the participant camera view by clicking the
expand button at the top right of the view window.

» The expander at the top right of the participant camera view window allows you to increase
the window size.

Pro Lab displays a list of your camera’s available resolutions. Pro Lab selects the best
possible frames per second (fps). Click the Remove button on the card to remove the
camera.

Choose a lower resolution if you require a smaller file size.

Microphone

Add a microphone by clicking the plus “+” button above the Timelines on the Record tab. To use a
microphone, click the card to see the drop-down list of available microphones and select one. Or
click the Remove button on the card to remove it.

Replay a recording

In replay there are separate sliders for the sound in the video (stimulus) and the sound from the
microphone. Click the sound icon to control recording sound (stimuli sound) or microphone
sound. Drag the slider to zero if you don’t want to hear any sound at all.

If you record participant video or audio you can only use x1 (normal) speed to replay it
in order for the synchronization between participant video/audio and Stimuli video to
function correctly.

The eye tracker card informs you about the eye tracker’s type, in what frequency it delivers gaze
data, and in which mode it operates.
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If the participant is positioned correctly in front of the eye tracker, their eyes are represented in the
black square on the right side of the eye tracker’s card at the top.

If you click on the eye tracker card, information appears about the eye tracker’s serial number and
firmware version. If there is a participant in front of the eye tracker, you will also see where in the
track box she is positioned.

Change which eye tracker to use during recording
How to select the eye tracker:

1. Click the eye tracker card.

2. Click the drop-down menu on the card. The menu lists which eye tackers are available on
the network at the moment (appear as light gray text) or that have been available previously
to the Pro Lab computer (appear as dark gray text).

3. Select the desired eye tracker.
You can select an eye tracker which is currently not connected to the Pro Lab com-
puter. If a recording is initiated using such a setting, a warning will be displayed to the

moderator. The moderator can then select to abort the recording or to continue without
recording gaze data.

Change settings for an eye tracker
Some eye tracker properties can be set and adjusted in the eye tracker card. When you have
selected an eye tracker from the list of available ones, its setting options are displayed.

All settings are not available for all eye tracker models. Refer to your eye tracker’s
manual for more about available settings and how they affect gaze data. This is par-
ticularly important for the Eye Tracking Mode settings, as those can impact how gaze
data is collected.

How to select gaze data frequency for a recording:

1. Click on the eye tracker card.
2. Inthe Frequency section of the card, select the desired frequency.

How to select the eye tracking mode for a recording:

1. Click the eye tracker card.
2. Open the drop-down menu in the Eye Tracker Mode section.
3. Select the desired eye tracker mode.

The TTL parallel port is used for signaling to external listeners about Pro Lab’s estimates about
how soon a stimulus appears on the presentation screen.

You make the TTL parallel port card visible by enabling the option “Send Stimulus
onset markers (TTL)” in the Design module.
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When you click on the TTL parallel port card, it provides information about the LPT port number
(i.e. LPT1).

How to select the parallel port:

1. Click onthe TTL parallel port card.
2. Open the drop-down menu.
3. Select the desired parallel port.

When analyzing gaze data, you need to know what the participant of the study saw during the
data collection. For more information, go to the Tobii Pro Learning Center article Stimulus present-
ation timing in Tobii Pro Lab.

Pro Lab timestamps the moment when the application assumes that a stimulus was displayed to
the participant. This enables the application to associate the correct stimuli with the data. Its
assumption is based on the screen latency, that is, the delay between sending a stimulus to the
screen and the screen displaying it. However, a screen usually don’t share this information with
the connected computer, so if precise timing is required, you must enter this value manually. Itis
usually listed in the screen’s technical specifications.

Pro Lab sends the TTL markers when it estimates that the stimulus has appeared on
the screen. This estimation is based, unless otherwise specified, on a zero lag display
and a 10ms screen latency. If you need to send TTL markers at stimulus onsets with
higher timing precision, read the Tobii Pro Learning Center article, Stimulus present-
ation timing in Tobii Pro Lab, about how to set up precise stimulus timing.

How to modify the estimated screen latency setting of the presentation screen:

1. Click on the screen in the Target Screen section of the desired Record module interface.
2. Click on the text ending with “ms™*” under the representation of the presentation screen.
3. Enter the estimated latency of the desired screen.
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Biometrics

A Shimmer GSR sensor measures the conductance in the participants’ skin during the exper-
iment. Tobii Pro Lab records these values over time.

Before using a Shimmer GSR sensor with Pro Lab. You need to pair the unit to your computer via
Bluetooth. This is only necessary the first time you connect the sensor. After the initial pairing, the
sensor appears in Pro Lab until you manually unpair it from your PC.

How to pair a Shimmer GSR sensor to your computer:

1.
2.
3.

Open the Windows Bluetooth dialogue.
Switch on the Shimmer sensor. This enables other Bluetooth units to discover it.

When Windows detects the Shimmer sensor, it asks for a four-digit passcode. The default
is “1234”.

. Enter the code. After a few seconds, the sensor’s indication LED starts flashing slowly in

blue to indicate the Bluetooth link is active. You can now use the Shimmer GSR sensor in
Pro Lab.

How to add the Shimmer GSR sensor in Pro Lab:

1.
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Make sure that Shimmer’s recording application — “Consensys Software” — is not running
when you open Pro Lab.

Open the Record tab in Pro Lab.
Click on the plus (+) button in the upper-right corner.
Click on the Shimmer GSR Add button.

A new card for the Shimmer GSR sensor appears among the other recording device cards.
It displays basic information about the sensor, such as its serial number, firmware version
and frequency settings. The card also displays a GSR live-data representation, which is
useful for checking the GSR data quality and see whether you need to adjust the par-
ticipant’'s GSR sensor to improve the signal. Pro Lab can only record from one GSR sensor
at a time. If you have more than one sensor paired, select the desired one.

This feature is only available for Screen Projects that use a Shimmer GSR+ sensor for
recording GSR data.

The GSR Data Chart plots the galvanic skin response data recorded with the Shimmer GSR+
sensor. The GSR plot shows the participant’s skin conductance over time, expressed in
microsiemens (US).

How to enable the GSR Data Chart:
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1. Click on the downward pointing triangle next to “Visualizations” to the left of the Timeline. A
menu appears.

2. Check the GSR Data Chart checkbox.
3. Close the menu by clicking anywhere outside of it.

4. Make all of the GSR Data Chart visible by clicking and dragging on the border between the
video display area and the replay controls.

The chart shows the skin conductance value for each sampled GSR data point. If no time zoom is
used (read ), the data gets down-sampled to fit the resolution of the Gaze Data
Chart window and then not all individual data points will appear.

The “Use Autoscaling” toggle switch is located to the left of the GSR Data Chart. When it is off, the
chart displays the signal’s complete range from zero to max. When it is on, the chart’s Y axis is
autoscaled to the signal’s working range in the selected time window. The autoscaling function is
limited to 0.5uS. If the GSR signal’s working range in the selected time window is below this
value, the GSR signal appears centered on the Y axis with a range of 0.5uS.

When you let your the mouse cursor hover over the GSR Data Chart, a cross appears with the
mouse cursor at its center. You get information to the left of the cursor about where the horizontal
line of the cross meets the GSR value axis. If the GSR data is not down-sampled, you will also get
precise information to the left of the cursor about the GSR value and the time where the cross is
placed.

Identifying skin conductance responses (SCRs) and determining their main characteristics is a
common practice in galvanic skin response (GSR) research. SCRs can be produced in response
to a specific event (e.g., stimulus onset), known as event-related skin conductance responses
(ER-SCR), or appear spontaneously with varying rates.

In Pro Lab, the GSR analysis is made in the following way:

The GSR signal varies slowly over time. Rapid changes in the GSR signal are therefore con-
sidered to be external noise. When you analyze your GSR data, you need to remove two common
types of noise or artifacts: high-frequency noise and rapid-transient artifacts. Pro Lab removes
them by applying a median filter with a time window of 500 ms, followed by a mean filter with a
time window of 1000 ms.

After data filtering, Pro Lab applies a SCR detection algorithm to identify SCRs in the GSR data
and calculate their main characteristics. Pro Lab does the following:

1. Pro Lab down-samples the GSR by an integer factor (only samples are deleted, not inter-
polations). Shimmer3 GSR + uses a down-sample factor of 8, resulting in a final sampling
rate of approximately 15 Hz

2. Pro Lab applies a standard peak detection method (trough-to-peak) to identify local max-
ima and minima in the GSR signal. Trough-to-peak pairs get classified as SCRs when their
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amplitude is higher than the minimum amplitude threshold of 0.03uS.
3. Pro Lab calculates the main characteristics for each SCR detected:

» SCR amplitude: Amplitude difference between GSR level at SCR onset and GSR
level at SCR peak.

» SCRyrise time: Time difference between SCR peak time and SCR onset time.

» SCR half recovery time: Time difference between the time when the GSR level has
recovered to 50% of the SCR amplitude and the SCR peak time. In two cases Pro
Lab don’t calculate this characteristic for a certain SCR(a): (1) when a second SCR
(b) starts before the GSR level has recovered to 50% of the SCR(a), or (2) if the
recording finishes before the GSR level has recovered to 50% of the SCR(a).

SCRs can be generated as a response to an specific event (e.g., visual stimulus or unexpected
question) known as event related SCR (ER-SCR). ER-SCRs are the most common measure
used in research to relate changes in emotional arousal to a specific stimuli. A good stimulus
design that allows enough time between stimuli is necessary to avoid uncertainties about which
stimulus caused a certain ER-SCR. For more information, read

A SCR or ER-SCRis included in an interval when the SCR onset time is within the interval, even
when part of the SCR (e.g., SCR peak) is outside of the interval. The reason is that the GSR sig-
nal changes very slow, and the closest moment to the external event that triggers the SCR is the

SCR onset time.
Here are two examples of when SCR/E-SCR events are valid/counted in a TOl interval:

In Example #1 (below), the SCRs and ER-SCRs with peaks outside a given interval will be
included in the interval as long as their SCR onset time happened within the interval.

SCR onset

4+
4 SCR peak
ER-SCR peak
+
4+
0 10 20 30 40 50 60 Seconds
Interval 1

Figure 6. Example #1
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In example #2 (below), the SCRs and ER-SCR with peaks within an interval will not be
included in a given interval if their SCR onset time happened outside the interval.

SCR onset
4 SCR peak

ER-SCR peak

0 10 20 30 40 50 60 Seconds

Interval 2

Figure 7. Example #2
ER-SCR classification

A SCRis considered to be a response to a specific event (e.g., stimulus onset) when its onset
falls within a specific time window after the event. In Pro Lab, all identified SCRs with their onset
at 1s to 5s after a stimulus onset and custom time-of-interest (TOIl) interval start get classified as
ER-SCRs.

For each ER-SCR, Pro Lab calculates:

» Event: Name of the event that caused the ER-SCR.
» Latency: Time difference between the SCR onset time and the event time.

The data from the Shimmer GSR sensor is recorded in microsiemens (US) and can be exported in
sync with other sensor streams. For more information, read . The data can be expor-
ted in raw or filtered form. Raw data keeps the original sampling rate of 125Hz, whereas filtered
data is down-sampled to 15Hz. When you export GSR data, you select between raw GSR data or
filtered GSR data with the Tobii GSR filter on the Galvanic skin response (GSR) column.
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9 Analyze data

The Analyzer module provides you with tools that analyze your recordings or export data for fur-
ther analysis in applications such as MATLAB, Microsoft Excel, or SPSS.

Open a replay tab by clicking on a recording in the Project Overview’s Recordings list or by select-
ing a recording from the Analyze drop-down menu.

The replay controls are located under the panel showing the video (i.e. the video display area).

 Start video replay in the Replay tab by clicking the Play button at the bottom center.

» Pause the replay of a recording by clicking the Pause button at the bottom center. When a
replay is in progress, the Play button is transformed into a Pause button.

 Step through a recording by clicking the arrows on either side of the Play button. Stepping
through fixations or gaze points is determined by your fixation filter setting.

The replay settings are located under the panel showing the video (i.e. the video display area).
How to increase or decrease video replay speed:

1. Click on the Replay speed controlicon on the bottom left. The Replay speed slider appears.
2. Increase (up) or decrease (down) replaying speed by clicking and dragging the slider’s
handle.
How to increase or decrease replay audio volume:
1. Click on the Audio volume controlicon on the bottom right. The Audio Volume slider
appears.
2. Increase (up) or decrease (down) volume by clicking and dragging the slider’s handle.

How to change the Recording Timeline Zoom Range:

1. Zoom in to a specific location on the Replay Timeline by clicking and dragging the Zoom
handles above it.

2. Ifyou need a higher zoom level for the entire Timeline, use the Time Zoom slider above to
the left of the Timeline.

How to hide the calibration in a recording:

1. Click the Calibration button (looks like a “Z” drawn between calibration points) above the
Timeline to hide it.

2. Click the Calibration button again to show it.

Pro Lab User Manual v 1.181 67



The calibration will always be included in the video export since it is part of the record-
ing.

Timeline tools help you work with your recordings.
Timeline navigation
The Timeline contains a series of thumbnails that facilitates finding your desired recording sec-

tion. In Glasses projects you can also display a second timeline preview below the first one.

In the upper timeline, open a zoomed-in visualization of the selected part by clicking the Charts
list box and selecting the Timeline preview check box. The Timeline preview is affected by the
applied Time zoom in the upper timeline.

Fast forward or through or jump to a location in the video replay:
1. Locate the red time needle handle (a red teardrop) on the Timeline below the video display

area.
2. Click and drag the time needle to the desired starting point.

Move between event markers:

1. Use CTRL + arrow keys or your mouse to move the time needle to move the time needle
between event markers.

When using the yellow selector tool, you can also press the CTRL button to snap to
events.

Eye movements visualization

Timeline has a section where you can check whether gaze data is recorded for that time and if so,
how the current Gaze Filter classifies it (i.e. fixation, saccade, or unknown). Fixations appear as
solid bars, saccades as thin lines, and unclassified data as gray bars.

When you hover the mouse pointer over one of the three elements in this Visualization, a small
overlay window appears with information about the eye movement data at that point in the record-

ing:
» Type: The gaze point’s kind of eye movement: “Fixation,” “Saccade,” or “Unknown”. If a

Raw Gaze Filter preset is used, all gaze points become “Fixation.” If no gaze data is avail-
able for that point on the Timeline, the type is “No gaze data.”

» Gaze samples: The number of gaze samples indicates how many samples are assigned to
each eye movement classification (i.e. how many samples belong to the current “Fixation,”
“Saccade,” or “Unknown” eye movements).

 Start: The time here indicates when in the recording, the current eye movement started. It
uses the format HH:MM: SS:mmm.

» Duration: The time here indicates the duration of the current eye movement. It uses the
format HH:MM:SS:mmm.
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If you work in a Glasses project where gaze mapping onto a Snapshot has been performed, a
gray background is displayed for the recording parts where gaze data has been mapped onto the
Snapshot. For more information, read

Snapshot Timeline Visualizations

If you use Snapshots in your Glasses, scene camera, screen or web stimulus project, and you
have enabled the Show snapshot switch in the Gaze data section of the Analyze tab, each Snap-
shot gets a row below the Visualization. The Snapshot’s file name appears to the left of its row.

If no data is mapped onto the snapshot, the row appears empty except for the Snapshot’s file
name. If data has been manually mapped to the Snapshot, each fixation is represented by a
square whose width corresponds to the fixation’s duration on the Timeline. When a Raw Gaze Fil-
ter is selected, the mapped data is represented by squares whose width correspond to the time
between two samples from the eye tracker (e.g. 20ms for data from Pro Glasses 2 with a 50Hz
data rate).

When assisted mapping is used for a snapshot, a diagram is added to the snapshot Visualization
for the time when assisted mapping was used. This diagram indicates the similarity between the
frames in the recorded video and the snapshot and how well the Real-world mapping algorithm
managed to map the gaze point on the snapshot. A high value indicates high similarity and a low
value means there is a low similarity score. A low similarity score does not necessarily mean that
the data is incorrectly mapped, only that the Real-world mapping algorithm had less information
to base the mapping on and the mapping is therefore labeled as less similar.

All points that are mapped by the assisted mapping tool will receive a similarity score. This score
can be used to speed up the inspection of the mapping result by highlighting points that received
a low similarity score.

In the tools panel to the right you can set the Similarity threshold. All mapped points with a score
below this threshold will be marked in orange to make it easier to identify them. The higher you
set the threshold the more points, or fixations, will be orange.

You can inspect the points, or fixations, by placing the time needle at the beginning of the section
to which you applied assisted mapping, and then step to the next mapped point, or fixation. You
can change the behavior of the step to next fixation buttons to step between points, or fixations,
that are below or above the threshold. If a mapped point, or fixation, is mapped incorrectly you
can map it manually by clicking the snapshot. This overrides the existing mapped point. Manually
mapped points receive a similarity score of 100 and are shown in green. If a point, or fixation, has
a low similarity score but is correctly mapped on the snapshot, you can confirm it by clicking the
confirm button or use the keyboard shortcut "C".

Gaze Data Chart

The Gaze Data Chart plots the angular eye velocity, gaze coordinates (raw or processed), and
the classified fixation coordinates of a recording. The chart’'s main purpose is to help you set the
parameters in the Gaze Filter, particularly when using an I-VT fixation filter, but it also provides
you with direct access to the raw data when replaying a recording.

How to enable the Gaze Data Chart:

1. Expand the Chart menu to the left of the Timeline.
2. Check the Gaze Data Chart checkbox.
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3. Close the menu by clicking anywhere outside it.

4. Make the whole Gaze Data Chart visible by clicking and dragging on the border between
the video display area and the replay controls.

The data in the Gaze Data Chart can be toggled on or off using toggle switches. The axis to the
left of the chart shows pixels, while the axis to the right is in degrees per second.

The available data in the chart is:

» Gaze X: This is the x-coordinate for each sampled gaze point. If no time zoom is used (read
), the data gets down-sampled to fit the resolution of the Gaze Data Chart win-
dow (not all individual data points will appear).

» Fixation X: This is the x-coordinate of the fixations determined by the currently used Gaze
Filter.

» Gaze Y: The y-coordinates for each sampled gaze point. If no time zoom is used (read
), the data gets down-sampled to fit the resolution of the Gaze Data Chart win-
dow (not all individual data points will appear).

» Fixation Y: This is the y-coordinate of the fixations determined by the currently used Gaze
Filter.

» Gaze velocity w. threshold: The thin line denotes the velocity calculated by the currently
used Gaze Filter, while the thick line indicates the threshold used when determining
whether the data gets classified as a fixation or not. (Data with velocities above the thick
line is classified as saccades, and data with velocities below is classified as fixations.)

e Cursor Quick Data: When you hover your mouse cursor over the Gaze Data Chart, a cross
with the mouse cursor at its center appears. If this setting is enabled, you get information to
the right of the cursor about where the horizontal line of the cross meets the velocity axis.
To the left of the cursor, you get an indication where it meets the pixel axis. Placing the
cursor on a point in one of the graphs in the chart displays the value of that point in both
pixels and velocity.

Mapped Gaze Data Chart

This feature is only available when the Snapshot button in Replay Settings is toggled
on.

The Gaze Data Chart plots the angular eye velocity, gaze coordinates (raw or processed), and
the classified fixation coordinates of a Snapshot. The data in the Mapped Gaze Data Chart is
based on the fixations that are mapped onto it, either manually or by assisted mapping, for more
information, read . If the data was mapped using an |-VT Gaze Filter, all
individual gaze points in the same fixation get the same x and y-coordinates, and there is no data
between fixations. This arrangement always sets the gaze velocity below the velocity threshold.

How to enable the Mapped Gaze Data Chart:

1. Click the Charts drop-down menu to the left of the Timeline.
2. Check the Mapped Gaze Data Chart checkbox.
3. Close the menu by clicking anywhere outside it.
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4.

Make the whole Gaze Data Chart visible by clicking and dragging the border between the
video display area and the replay controls.

The data in the Mapped Gaze Data Chart can be switched on or off by toggle switches. The axis
to the left of the chart shows pixels while the axis to the right is in degrees per second.

The available data in the chart is:

Gaze X: These are the x-coordinates for each sampled gaze point. If no time zoom is used
(read ), the data will be down-sampled to fit the resolution of the Mapped
Gaze Data Chart window (not all individual data points will be shown).

Fixation X: This is the x-coordinate of the fixations determined by the currently-used Gaze
Filter.

Gaze Y: These are the y-coordinates for each sampled gaze point. If no time zoom is used
(read ), the data will be down-sampled to fit the resolution of the Mapped
Gaze Data Chart window (not all individual data points will be shown).

Fixation Y: This is the y-coordinate of the fixations determined by the currently-used Gaze
Filter.

Gaze velocity w. threshold: The thin line denotes the velocity calculated by the currently-
used Gaze Filter, while the thick line shows the threshold used when determining if the data
should be classified as a fixation or not. (Data where the velocity is above the thick line is
classified as saccades, and data with velocities below is classified as fixations.)

Cursor Quick Data: When you hover your mouse cursor over the Mapped Gaze Data
Chart, a cross with the mouse cursor at its center appears. If this setting is enabled, you get
information to the right of the cursor about where the horizontal line of the cross meets the
velocity axis. To the left of the cursor, you get an indication where it meets the pixel axis.
Placing the cursor on a point in one of the graphs in the chart displays the value of that
point in both pixels and velocity.

The replay tools are located in the tools panel to the right of the Analyzer module interface.

Recording information

Recording Information is associated with the recording that was generated at the time of its cre-
ation. This information cannot be modified.

The Recording Information includes:

Recording: The name that was entered in the Recording Name input field in Pro Lab when
the recording was created. In Glasses projects, the recording name is generated auto-
matically when the recording is created.

Participant: The name that was entered in the Participant Name field in Pro Lab when the
recording was created. In Glasses projects, the participant name is entered when the
recording is created.

Duration: The duration of the recording displayed as HH:MM:SS,mmm (hours, minutes,
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seconds, and milliseconds).
» Date & Time: The date and time when the recording was started.

Gaze Data Settings tools

During the replay of a recording, gaze data is first processed and classified by the Gaze Filter and
then superimposed on the recorded video. The eye movement classification algorithm (the Gaze
Filter) and the appearance of the visualized gaze data can be customized to fit the needs of the
researcher. The Gaze Filter processes and classifies the recorded gaze data samples into fix-
ations and other eye movements. The settings of the filter can be saved as presets. In Pro Lab,
there are currently three built-in presets. For more details on how they work and what effect it has
on your data, read

When the Tobii I-VT (fixation) filter preset is enabled, the classified eye movements (fixations, sac-
cades, unknown eye movements) are visualized below the Timeline in the replay view. Fixations
are visualized as light gray, thick lines, saccades are visualized as light gray, thin lines, and
unknown eye movements are visualized as striped gray, thick lines. Due to the short duration of
eye movements, it might be necessary to zoom into the Timeline in order to distinguish between
individual eye movement instances

How to change the Gaze Filter preset:
1. In the Gaze Data section of the tools panel, select the Settings tab, and open the Gaze Fil-

ter drop-down menu.

2. Inthe drop-down menu, select the filter of your choice. The available options before any
custom presets are created are:

» + Create new Raw filter: This option creates a custom filter and opens the filter pre-
set configuration panel. See the steps below to create a new Raw filter preset.

» + Create new I-VT filter: This option creates a custom filter and opens the filter pre-
set configuration panel. See the steps below to create a new I-VT filter preset.

» Raw: If this preset is used, no classification of fixations, saccades, or unknown eye
movements is done.

» Tobii I-VT (Attention): This preset is optimized for wearable eye trackers and is used
as the default preset for Glasses projects.

» Tobii I-VT (Fixation): This preset is optimized for screen-based eye trackers and is
used as the default preset for Screen projects. Read more about the preset settings
in the white paper titled “Determining the Tobii Pro |- VT Fixation Filter’s Default Val-
ues” on our website.

3. The new filter preset is now applied during replay.
How to create a Gaze Filter preset:

1. In the Gaze Data section of the tools panel, select the Settings tab and open the Gaze Fil-
ter drop-down menu.

2. Inthe drop-down menu, select the + Create new Raw filter or + Create new I-VT filter
option, depending on which kind of filter preset you want to create.
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3.

Modify the settings of your choice in the filter. For details about what each setting is and
what affect it might have on the gaze data, please refer to the white paper called “Tobii Pro
I-V'T Fixation Filter’ on our website.

. The filter is now automatically saved and set as the currently-used filter. It can be selected

again from the Gaze Filter drop-down list by referring to the name given to it during cre-
ation.

Hide the filter preset configuration panel by clicking on the cogwheel next to the Gaze Filter
drop-down menu.

How to change the Gaze Filter preset settings:

1.

In the Gaze Data section of the tools panel, select the Settings tab and open the Gaze Fil-
ter drop-down menu.

In the drop-down menu, select the filter you want to modify.

Click on the cogwheel next to the Gaze Filter drop-down. This opens the filter preset con-
figuration panel. Built-in presets in Pro Lab cannot be modified.

. Modify the settings of your choice in the filter. For details about what each setting and what

affect it might have on the gaze data, please refer to the white paper called “Tobii Pro I-VT
Fixation Filter’ on the Tobii Pro website.

The modifications to the filter are automatically saved and applied to the data in the cur-
rently-replayed recording. These settings are per recording and not global settings.

Hide the filter preset configuration panel by clicking on the cogwheel next to the Gaze Filter
drop-down menu.

Events tools

Tools for logging interesting and important Events in the recordings are included in the software.
These Event Types (e.g. “Participant picks up item 1”) can also be exported together with all the
other data collected during a recording. The logged Events, as well as automatically-generated
Events, appear on the Timeline and in the Events List in the Events section of the tools panel on
the right.

To manually log Events, you must first define the Event Types scheme that contains the Events
you want to log and define which keyboard keys you want to use for logging the Events.

It is not possible to create two Event types with the same name within a project. If Event Types
are created with the same name but on different computers and coding data from these projects
are later merged into the same project, the Event types will also be merged.

How to define an Event Types logging scheme:

1.
2.

Locate the Events section on the Analyze tab in the tools panel on the right.

Click the New Event Type button at the top right of the panel. The New Event Type dia-
logue displays.

Enter the name/description of the Event type in the left-hand input field.
Click the drop-down menu and select the keyboard shortcut that you would like to use for
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logging this Event.
5. Click OK.

An Event Types logging scheme can also be created in the Project Overview section
of the application. For more information, read

How to edit an existing Event Type:

1. Locate the Events section on the Analyze tab in the tools panel on the right.

2. Place the mouse cursor over the custom Event you want to edit. Three icons appear to the
right.

3. Click the Penediticon. An Edit Event Type dialogue appears.
4. Edit the name/description of the Event in the input field at the left of the dialogue.

5. Click the drop-down menu and select the keyboard shortcut that you would like to use for
logging this Event.

6. Click OK.

Event Types can also be modified in the Project Overview section of the application.
For more information, read

How to delete an Event Type from the Event Types scheme:

1. Locate the Events section on the Analyze tab in the tools panel on the right.

2. Place the mouse cursor over the custom Event you want to edit. Three icons appear to the
right.

3. Click the Delete icon that looks like a trash can. A Delete Event Type dialogue opens.

4. Click Delete Event to confirm.

Event Types can also be deleted in the Project Overview section of the application.

How to log an Event manually:

1. Make sure you have defined the Event types that you would like to log.

2. While replaying or pausing a recording, press the shortcut key on your keyboard asso-
ciated to the Event you want to log. Alternatively, click the Log icon that appears when pla-
cing the mouse cursor over an Event Type in the Event Types list in the Events section of
the tools panel on the right.

You can filter which kinds of Events are visible in the Events list. The different kinds of Events are
grouped into Event groups. The filter also affects which Events are visible on the Timeline.
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Available Event groups include:

» Recording Events: Events included in this group are general Events relating to the record-
ing (e.g. Recording Start, Recording End, Eye Tracker Calibration start, and Eye Tracker
Calibration end).

» Custom Events: Events included in this group are Events generated from the Event Types
created by the user.

» Sync Events: Events included in this group are Events generated in order to synchronize
the gaze data with data from another data source (e.g. Sync Port Out High, TTL in,and TTL
out).

» Screen project-specific Event groups:

o Participant Events: Events included in this group are Events generated by the par-
ticipant (e.g. Mouse Events and Keyboard Events).
Mouse events can have four possible values from the combinations of Up/Down,
Left/Right.
Down means that the mouse button is pressed. Up means that the mouse button is
released.
Leftand Rightrefer to the left and the right mouse buttons). Keyboard events have
values of all keys on the keyboard timestamped with the press moment.

o Stimuli Events: Events included in this group are Events relating to the stimulus
presentation (e.g. Image Stimulus Start, Image Stimulus End, Video Stimulus Start,
and Video Stimulus End).

» Glasses project-specific Event groups:

° Logged live Events: Events included in this group are user-created Events gen-
erated during recording.

° Snapshot mapping Events: Events included in this group are generated when map-
ping gaze from a recording onto a Snapshot (e.g. Interval Startand Interval End).

How to use Events to navigate on the Timeline:

1. Locate the Event you want to navigate to in the Events list.

2. Click on the Event. The track slider on the Timeline will now have moved to the time of the
Event on the Timeline.

Select a frame and pair it with Times of Interest

When analyzing dynamic content, you may select a background image and assign it to a section

of a recording. The same background image can also be assigned to multiple sections of multiple
recordings. This workflow is used to produce visualizations and extract AOI statistics from media
elements that display dynamic content. This includes screen-based, scene camera, and external
presenter recordings.

Example: when analyzing interaction with a phone using the Mobile Device Stand, you may select
the starting screen of the phone as the background image and assign the times in each recording
when this screen was shown.

How to select and assign a background image:
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1. Find a frame in the video that you would like to use as the background image.

2. Click the plus sign list box just above the timeline to the right and select “Save frame as
media.”

3. Name the file in the pop-up window that appears and select OK.

4. You can assign a time interval to the background image by defining a Custom Time of
Interest or by using an auto generated Times of Interest (TOI). The background image can
be selected for the TOI when you are editing the TOI.

You are also able to create a TOIl and assign a background image (frame) in one step. If you
select the plus sign list box just below the window to the right and select “Create TOI with frame.”

Selecting a frame and pairing it with a Time of Interest is only available in Screen and
Scene Camera projects.

You can multi-select recordings on the Project Overview tab using CTRL + click.

Right-click and select Open in background tab to open multiple recordings on the Analyze tab sim-
ultaneously.

or
Right-click and select Delete recordings to delete multiple recordings.

You can export a video clip or an entire audio and/or video recording.

You can export video clips with a gaze overlay from Pro Lab by using the recording’s Timeline
within a Replay tab.

Exported video clips can also contain participant audio and video.
How to export a video clip with a gaze overlay:

1. Select the interval on the Timeline you want to export by dragging the yellow handles on
either side of the red track slider to the desired start and the end.

2. Click the Export button ksl above the timeline of the recording.

3. Select the Recording media you want to export.

4. If you export Sound from a stimuli and participant recording, you need to select which
source to use. You can only choose one source which means you can not export both the
stimuli and the participant sound recordings.

5. Select Video resolution for export. 1920 x 1080 is the default.

6. If Participant video is selected, you can specify the size of it (in % of total screen). You can
also choose to display video using Picture in picture or Side by side mode.
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a. Picture in picture enables you to click and drag the participant recording around in
the preview window.

b. Side by side enables you to show participant video on the left or right side using the
arrows.

7. Save the .mp4 file to your computer. The default name is “Recording name Participant
name” but you can change this to whatever you want.

8. Click the Export button to start the export. You can view exporting progress in the activity
queue in the top right of Pro Lab. Clicking the activity queue and then clicking a specific
export allows you to cancel the export, open the file location when it’s finished exporting, or
delete it from the queue.

Figure 8. The Activity queue button lets you see and control the exporting process

You can export participant or stimulus audio and video as separate or merged files.

1. Select a recording from the list on the Analyze tab or from the left-hand side menu on the
Project Overview tab.

Click the Export button above the timeline of the recording.

The Export Recording dialog opens.

Select the Recording media you want to export.

a kDN

If you export Sound from a stimuli and participant recording, you need to select which
source to use. You can only choose one source which means you can not export both the
stimuli and the participant sound recordings.

o

Select Video resolution for export. 1920 x 1080 is the default.

7. If Participant video is selected, you can specify the size of it (in % of total screen). You can
also choose to display video using Picture in picture or Side by side mode.

a. Picture in picture enables you to click and drag the participant recording around in
the preview window.

b. Side by side enables you to show participant video on the left or right side using the
arrows.

8. Save the .mp4 file to your computer. The default name is “Recording name Participant
name” but you can change this to whatever you want.

9. Click the Export button to start the export. In the activity queue you can cancel the export,
open the file location when its finished exporting, and delete it from the queue.

Figure 9. The Activity queue button lets you see and control the exporting process
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Wearable eye tracking devices, such as Pro Glasses 2 and 3, produce eye gaze data mapped to
a coordinate system relative to the wearable eye tracker and the recorded video, not to static
objects of interest in the environment.

For most kinds of statistical/numerical analysis to be meaningful, the collected eye tracking data
needs to be mapped on to objects, or images, of interest and into a new coordinate system in
order to be aggregated.

Remote eye tracking devices produce eye gaze data that is mapped to a coordinate system cor-
responding to the image/ video stimulus, Screenshot, or frame from the recording. When the
screenshots or frames are not corresponding to what the participant has seen the aggregating of
data is not possible.

Pro Lab addresses these challenges with a solution called snapshot mapping.

The gaze data mapping in Pro Lab lets you map eye gaze data onto still images (snapshots) of
environments and objects of interest or external screenshots in two different ways: either semi-
automatically using manual mapping or fully automatic using the assisted mapping function. The
Snapshots images are typically photos, created by the data collector or the researcher using a
screenshot tool or text editor. The assisted mapping function uses Pro Lab’s Real World Mapping
software technology to automatically map gaze data from a recording onto a Snapshot.

Requirements for Snapshot images:

» Less than 25 megapixels
* PNG, JPG, GIF, or BMP file format
Requirements for Assisted mapping in screen and web recordings:
e FullHD (1920 x 1080) or 1920 x 1200
Requirements for Assisted mapping in scene camera recordings:
* [f the camera uses full HD, then (1920 x 1080) or 1920 x 1200

Tobii Pro does not recommend using stitched images with assisted mapping as it may
degrade performance. (Stitched images are images that are put together from a series
of images covering a greater area than the camera was capable of covering in just one
shot.)

If Assisted Mapping is hot working as expected, read our online troubleshooting article on Tobii
Pro Connect.

How to import a Snapshot from the Tools panel in the Replay tab:

1. In the Gaze Data section of the Toolspanel, select the Snapshots tab.
2. Tothe right of the text “Snapshot images,” click the “+” icon. The file browser opens.

3. Locate the image file (*.bmp, *.gif, *.png, or *.jpg) on your computer that you want to use as
a Snapshot.
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4. Click Open. An import progress bar displays.
5. When the Snapshot image has been imported, click OK.

How to import multiple instances of the same Snapshot image:

1. Create and save multiple copies of the image file you want to use as Snapshots.
2. Give each image file a unique file name.

3. For each copy of the image file, follow the instructions in the section above to import the
Snapshot images.

To make the manual mapping process efficient, Pro Lab lets you map entire fixations onto a Shap-
shot with just one click, rather than mapping each gaze point individually. For more information on
how this affects the data, read

. If you have chosen to map data with the Raw Data Gaze Filter preset selected, the
data will be mapped gaze point by gaze point. Gaze data from a recording can be mapped on one
or several snapshots.

How to map data onto a Snapshot manually:

1. In the Gaze data section of theTools panel, select the Snapshots tab.
2. Enable Mapping by toggling on Show snhapshot.

3. Enable or disable the "Automatically step on next fixation" toggle switch. Enabling this will
cause the paused reply to automatically jump to the next fixation/raw data point on the
Timeline when a gaze point has been manually mapped. This eliminates the need to use
arrow keys to step forward manually on the timeline.

4. Inthe grid/list of Snapshot images, select the Snapshot onto which you want to map data.
You can also select which Snapshot to map data onto from the list of Snapshots located
below the replay Timeline. There, each Snapshot is represented by a thumbnail as well as
a row on which it will be displayed for which parts of the recording data has been mapped.
At any time during the mapping of data, you can switch back and forth between different
Snapshots without losing mapped data.

5. While skimming through the recording replay, locate and pause the video at the start of the
section that you want to map onto the selected Snapshot.

6. To map data onto the Snapshot, first locate the gaze data point (circle superimposed on the
video) in the recorded video. Click once in the corresponding location on the Snapshot
image as precisely as possible.

7. Continue this process until all data has been mapped onto the active Snapshot. As data
points are mapped onto the Snapshot, the Snapshot timeline will indicate at which times
data points have been mapped.

8. Replay or manually step through the recording using the arrow keys once the mapping is
completed and compare the mapping on the Snapshot with the gaze locations in the video
to verify that data has been mapped correctly. If you want to move a mapped point, right
click on it and select “Delete current manually mapped fixation point” from the menu. Then
click on the Snapshot to map the gaze point in a new location.
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How to map data onto a Snapshot automatically with assisted mapping:

1. In the Gaze Data section of the Tools panel, select the Snapshots tab.
2. Enable Mapping by toggling on Show shapshot.

3. Inthe grid/list of Snapshot images, select the Snapshot onto which you want to map data.
You can also select which Snapshot to map data onto from the list of Snapshots located
below the replay Timeline. There, each Snapshot is represented by a thumbnail as well as
a row on which it will be displayed for which parts of the recording data has been mapped.
At any time during mapping of data, you can switch back and forth between different Snap-
shots without losing mapped data.

4. Select the interval on the Timeline you want the gaze points to be to mapped automatically
in. To select an interval, drag the yellow handles on either side of the red track slider to
where you want the start and the end of the interval to be. If needed, you can zoom in on
the Timeline to make the interval selection easier. This is most often the part of the record-
ing where the location or object shown on the Snapshot comes into view.

5. Right-click on the selected interval or click the ellipsis (...) located directly over the
Timeline, and select “Run assisted mapping.” The interval is now placed in the processing
queue. The built in Real-world mapping algorithm starts processing the mapping auto-
matically according to the order in the processing queue. If another mapping is already in
progress, that mapping will be completed before the next one is initiated. You can check
the jobs placed in queue by clicking the number at the top right of the window.

6. You can choose to create another mapping task by repeating steps 4 to 6 and place it in the
processing queue, or, if you don’t have any more pending tasks, continue to step 8.

7. When the assisted mapping is completed, a diagram is added to the section of the record-
ing for which the mapping has been done on the row representing the Snapshot under the
Timeline. The diagram indicates how confident the Real-world mapping algorithm is about
the similarity of the gaze point in the recording and the mapped position in the snapshot. A
high value indicates high similarity, and a low value, a low similarity level. A low similarity
level does not necessarily mean that the data is incorrectly mapped, just that the Real-
world mapping algorithm had less information on which to base the mapping. Therefore, it
is labeled as less similar.

8. Sections with low similarity should be reviewed and, if necessary, remapped manually (if
incorrect mappings are found). Adjust the similarity threshold, in the tool panel on the right,
to a level that fits the requirements of your project. Sections above the threshold will be
marked in green and sections below the threshold will be marked in orange for easier iden-
tification. If you are using a fixation filter, the highlight will be based on the mean similarity
of all the mapped gaze points of each fixation. The individual similarity of each gaze pointin
a fixation can be seen as a green or orange dots.

9. Remap gaze points manually using the following steps:
a. Foreach point or fixation, you can do one of three things:

* remove it by pressing the Delete button on the keyboard or by right-clicking the
point on the Snapshot and selecting Delete current automatically mapped fixation
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pointin the dialog
« correct it by manually clicking and moving the gaze point to where it should be

« leave it “as is” by clicking the Accept button or clicking the “C” key on your key-
board

You can adjust the behavior of the Step to next button to step between
mapped gaze points, or fixations, below the similarity threshold or step
between all. Buttons for these settings are located to the right of the nav-
igation buttons.

(A) displays when the point is automatically mapped and below the
threshold. (M) denotes a new manually mapped point.

Figure 10. An automatically mapped point (A) and a manually mapped point (M)

b. Automatic color-coding:

* |n the row representing the Snapshot under the Timeline, manually remapped gaze
points and fixations appear in solid green without a graph.

» In the Snapshot image, automatically-generated mappings appear in a green circle,
whereas manually mapped points appear in a red circle.

» Overridden (i.e. deleted) points mapped by assisted mapping appear in a gray circle.
c. Repeat this procedure until you are done.
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10. Replay or manually step through the recording using the arrow keys once the mapping is
completed and compare the mapping on the Snapshot with the gaze locations in the video
to verify that data has been mapped correctly.

Figure 11. Step through the recording using the arrow keys to compare the mapping on the Snapshot with the gaze loc-
ations

In the Visualizations tool in Pro Lab, data can be visualized using Heat Maps and Gaze Plots.

Heat Maps can be of great value when creating reports, papers, or presentations as they help you
summarize large quantities of data in an intuitive way. Heat Maps are created on top of stimuli
such as Snapshots or images. A Heat Map uses different colors to illustrate the number of fix-
ations participants made within certain areas of the stimulus or for how long they fixated within
that area. Red usually indicates the highest number of fixations or the longest time fixating there,
and green the least, with varying levels in between. For more detailed information about Heat
Maps, read

To be able to create Heat Maps on Snapshots in Glasses projects, at least one Snap-
shot in the project must have gaze data mapped onto it.

How to create a Heat Map:

1. Click on the Visualizations button - either in the Project Overview section or select it from
the Analyze drop-down menu in the top navigation.

2. Gotothe Visualization Type and Settings tool in the tool panel, to the right of the Visu-
alization interface and select Heat Map.

3. Select what Gaze Filter to use when generating your Heat Map. For more information about
Gaze Filters, read

4. Gotothe Times of Interesttool and select the Time of Interest (TOI) that you want to use as
the base of your Visualization. TOIs based on start and end Events for stimuli, such as
images or Snapshots, are represented by a thumbnail of that stimulus.

5. Go to the Recordings tool and select or deselect the recordings and intervals that you want
to visualize in the Heat Map. Note that all TOls generated per recording are represented by
one interval in that recording. If the same stimulus was displayed multiple times, each time
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generates a TOl which then gets represented by an interval in that recording. This means
that it is possible to analyze, for example, all data collected when a participant saw a stim-
ulus during a recording or only parts of that data such as the first-time exposure. For TOIs
relating to Snapshots in Glasses projects, the segments are generated by Snapshot start
and Snapshot end Events. If there is a gap in the data mapped onto a Snapshot of five
seconds or more, a Snapshot end Event is generated automatically at the time of the last
mapped gaze point and a Snapshot start Event when the next gaze point is mapped after
the gap. To see the intervals included, click the arrows to the left of the recording check-
boxes to expand the view.

6. Go to the Visualization Type and Settings tool in the tool panel at the right of the Visu-
alization interface, open the Type drop-down menu, and select the calculation basis for the
Heat Map. For more information, read

The available options are:

» Absolute count— calculated by the number of fixations (or gaze data samples if using
a Raw data Gaze Filter).

» Absolute duration— calculated by the duration of fixations (or gaze data samples if
using a Raw data Gaze Filter).

» Relative count— calculated by the number of fixations relative to the total number of
fixations made by the participants during the Time of Interest (or gaze data samples
instead of fixations if using a Raw data Gaze Filter).

» Relative duration— calculated by the duration of the fixations relative to the sum of all
fixation durations mapped in the Time of Interest on the Snapshot (or gaze data
samples instead of fixations if using a Raw data Gaze Filter)

7. The Heat Map is now generated.

If the selected TOl is not associated with a Snapshot or image stimulus, the back-
ground for the generated Heat Map is set to Transparent by default.

The appearance of a Heat Map can be modified to better convey research findings. No underlying
data is affected by changing any of the properties listed below.

The following properties of a Heat Map can be modified to change its appearance:
» Background: This setting modifies what the Heat Map is generated onto. It provides the fol-
lowing options:

° Image: If this option is selected, the Heat Map will be rendered on top of the stimulus
image or Snapshot associated with the selected TOI.

o Transparent: Selecting this option results in a Heat Map generated on a transparent
background. This is useful if exporting the Heat Map as an image for further work in
(e.g. animage processing tool where it will be combined with some other background
image).

o Black: This option produces a Heat Map rendered on a black background.

o White: This option produces a Heat Map rendered on a white background.
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» Radius: This setting adjusts the size of each fixation’s contribution to the Heat Map. For
more information, read . The property can be changed by using the
slider dragging it to the left will make the area smaller and, to the right, will make it larger.
You can also click on the number to the right of the slider. Clicking on the number trans-
forms it into an input field where you can type the desired radius of the fixation contribution.

» Color: This setting governs the appearance of the scale used for the Heat Map. To the left
is what a low level of fixations or time fixating will look like, while the right side represents
what an area with a lot of fixations or time fixating will appear as. The setting allows you to
specify the color for the low, mid, and high level on the scale individually by offering a drop-
down menu with a color picker for each level. Click on the color you want to use or enter a
hexadecimal color code in the number entry field.

» Opacity: This setting determines the transparency of the Heat Map data.
Scale max value: This setting adjusts the value for which the max level (color to the right) in the
color scale specified by the Color setting is reached. By default, the checkbox for this setting is
unchecked, which means that the value is set automatically by Pro Lab. This setting is unavail-

able for Heat Maps for Relative count or Relative duration where the max value is always set to
100%.

Heat Maps can be saved as image files to be incorporated later into reports or further modified in
image-processing software. Available image file formats are *.png and *.jpg.

How to save a Heat Map:

Right-click within the Heat Map area. A Context menu appears,
Select Save to File... A file browser opens.

Locate the folder you want to save the file in.

In the File name field, enter a file name for your Heat Map.

o s~ wbd =

Open the Save as Type drop-down menu and select the desired file type (*.png or *.jpg).
(For Heat Maps with transparent backgrounds, the file type must be *.png to maintain the
transparency.)

6. Click Save.

The Gaze Plot Visualization shows the sequence and position of fixations (dots) on a stimulus,
such as an image or Snapshot. The size of the dots indicates the fixation duration and the num-
bers inside the dots represent the order of the fixations. Gaze Plots can be used to illustrate the
gaze pattern of a single test participant throughout an entire recording or of several participants in
a short time interval (e.g. when a specific stimulus was shown).

When you create Gaze Plots on Snapshots in Glasses projects, at least one Snapshot
in the project must have gaze data mapped onto it.

How to create a Gaze Plot:
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1. Click the Visualizations button, either in Project Overview section or select it from the
Analyze drop-down menu in the top navigation.

2. Use the Visualization Type and Settings tool in the tool panel to the right of the Visu-
alization interface and select Gaze Plot.

3. Select the desired Gaze Filterfor generating your Gaze Plot. For more information about
Gaze Filters, read

4. Use the Times of Interest tool and select the Time of Interest (TOI) that you want to use as
the base for your Visualization. TOls based on start and end Events for stimuli such as
images or Snapshots are represented by a thumbnail of that stimulus.

5. Use the Recordings tool to select or deselect the recordings and/or intervals that you want
to visualize in the Gaze Plot. All TOls generated for a recording are represented by one
interval in that recording. If the same stimulus was displayed multiple times, each time gen-
erates a TOIl which then is represented by an interval in that recording. This means that it
is possible to analyze, for example, all data collected when a participant saw a stimulus
during a recording or only parts of that data, such as the first-time exposure. For TOls relat-
ing to Snapshots in Glasses projects, the segments are generated by the Snapshot start
and Snapshot end Events. If there is a gap in the data mapped onto a Snapshot of five
seconds or more, a Snapshot end Event is generated automatically at the time of the last
mapped gaze point and a Snapshot start Event is made when the next gaze point is
mapped after the gap. To see the intervals included, click the arrows to the left of the
recording checkboxes to expand the view.

6. The Gaze Plot is now generated.

If the selected TOl is not associated with an image or Snapshot stimulus, the back-
ground for the generated Gaze Plot is Transparent by default.

The appearance of a Gaze Plot can be modified to better convey research findings. No underlying
data is affected by changing any of the properties listed below.

The following properties of a Gaze Plot can be modified to change its appearance:
» Background: This setting modifies what the Gaze Plot is generated onto. It provides the fol-
lowing options:

° Image: If this option is selected, the Gaze Plot will be rendered on top of the stimulus
image or Snapshot associated with the selected TOI.

° Transparent: Selecting this option results in a Gaze Plot generated on a transparent
background. This is useful if you are exporting the Gaze Plot as an image to work fur-
ther with (e.g. an image-processing tool where it will be combined with some other
background image).

o Black: This option produces a Gaze Plot rendered on a black background.
o White: This option produces a Gaze Plot rendered on a white background.

» Fixation: This setting specifies what determines the size of each fixation point in the Gaze
Plot. The options are the following:
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o Duration: The size of the point is determined by the duration of the fixation it rep-
resents. A long fixation is represented by a large point and a short fixation by a small
point.

o Same size: If this option is selected, all points will get the same size independent of
the duration of the underlying fixation.

» Scale: This property can be changed by using the slider dragging it to the left will make the
point smaller and moving it to the right makes it larger (or by clicking on the number to the
right of the slider). Clicking on the number transforms it into an input field where you can
type the desired radius of the fixation point.

» Border color: This setting governs the color of the border surrounding the gaze points.
There are two options available:

o Custom color: If this option is selected, you can select which border color to use by
using a drop-down menu with a color picker which appears to the right of the setting.
To select a custom color, click on the drop-down menu to expand it and then on the
color you want to use. You can also enter a hexadecimal color code in the number
entry field. The same color will be used for all gaze points in the Gaze Plot.

° None: Selecting this option results in the gaze points being shown without any border
atall.

« Fill color: This setting governs the fill color of the gaze points. There are two options avail-
able:

> Recording colors: If this option is selected, the color associated with each recording,
as listed in the Data Selection tool, will be used for gaze points representing fixations
from that recording.

o Same color: If this option is selected, all gaze points will have the same fill color. To
select a fill color, click on the drop-down menu to the right of the Fill color options
drop-down menu to expand it. Then, click on the color you want to use. You can also
enter a hexadecimal color code in the number entry field.

» Show gaze order: This setting either shows or hides the order in which the fixations were
made, represented by numbers in the gaze points in the Gaze Plot.

» Show gaze trail: This setting either shows or hides the lines connecting the gaze points,
which represent fixations that happen sequentially.

» Opacity: This setting determines the transparency of the gaze points in the Gaze Plot. This
setting only changes the opacity of the gaze point fill. The gaze point border opacity will
always be set to 100% unless the “Border color” setting is set to “None.”

Gaze Plots can be saved as image files that can be incorporated later into reports or further mod-
ified in image-processing software. Available image file formats are *.png and *.jpg.

How to save a Gaze Plot:

1. Right-click within the Gaze Plot area to display the menu.
2. Click Save to File... A file browser opens.
3. Locate the folder you want to save the file in.
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4. Inthe File name field, enter a file name for your Gaze Plot.

5. Open the Save as Type drop-down menu and select the desired file type (*.png or *.jpg).
(For Gaze Plots with a transparent background, the file type must be *.png to maintain the
transparency.)

6. Click Save.

The eye movement classification algorithm (the Gaze Filter) and the appearance of the visualized
gaze data can be customized to fit the needs of the researcher. The Gaze Filter processes and
classifies the recorded gaze data samples into fixations and other eye movements. The settings
of the filter can be saved as presets. In Pro Lab, there are currently three built-in presets. For
more information on how they work and what effect it has on your data, read

How to change the Gaze Filter preset:

1. Go to the Visualization Type and Settings section of the tools panel and open the Gaze Fil-
terdrop-down menu.

2. Select the desired filter. The available options (before any custom presets are created) are:

» + Create new Raw filter: This option creates a custom filter and opens the filter pre-
set configuration panel. See the instructions below on how to create a new Raw filter
preset.

» + Create new I-VT filter: This option creates a custom filter and opens the filter pre-
set configuration panel. See the below instructions on how to create a new I-VT filter
preset.

» Raw: If this preset is used, no classification into fixations, saccades, or Unknown Eye
Movements is done.

» Tobii I-VT (Attention): This preset is optimized for wearable eye trackers and is used
as the default preset for Glasses projects.

» Tobiil-VT This preset is optimized for screen-based eye trackers and is used as the
default preset for Screen projects. Read more about the preset settings in the white
paper called “Determining the Tobii Pro IVT Fixation Filter’s Default Values " found
on our website.

3. The new filter preset is now applied to the data used in the Visualization.
How to create a Gaze Filter preset:
a. Gotothe Visualization Type and Settings section of the tools panel and open the Gaze Fil-

terdrop-down menu.

b. Select the + Create new Raw filter or + Create new I-VT filter option, depending on which
kind of filter preset you want to create.

c. Modify the desired settings in the filter. For details about what each setting means and what
effect it might have on the gaze data, read the white paper “Tobii Pro I-VT Fixation Filter’
which is available on the Tobii Pro website.
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d.

The filter is now automatically saved and set as the currently-used filter. It can be selected
again from the Gaze Filter drop-down list by referring to the name given to it during cre-
ation.

. Hide the filter preset configuration panel by clicking on the cogwheel next to the GazeFilter

drop-down menu.

How to change the Gaze Filter preset settings:

a.

Go to the Visualization Type and Settings section of the tools panel and open the Gaze Fil-
terdrop-down menu.

Select the filter you want to modify.

Click on the cog wheel next to the Gaze Filter drop-down menu. The Filter Preset Con-
figuration panel appears. Built-in presets in Pro Lab cannot be modified.

Modify the desired settings within the filter. For details about what each setting means and
what effect it might have on the gaze data, read the white paper called “Tobii Pro I-VT Fix-
ation Filter” which is available on the Tobii Pro website.

. The maodifications to the filter are automatically saved and applied to the data in the Visu-

alization.

Hide the filter preset configuration panel by clicking on the cogwheel next to the Gaze Filter
drop-down menu.

The Gaze Data Settings tab includes the following settings for the Gaze Trail feature:

Fill Color— This is the fill color for the gaze point.
Contrast Color— This is the color of the gaze point’s border.

Opacity — This value decides the transparency of the gaze point. A value of 0 means that
the gaze point is completely transparent, just like if no fill color was selected. A value of 100
means that the gaze point is completely solid, filled with the color selected in Fill Color.

Size — This is the initial radius size of the gaze point, where 100% represents a tenth of the
replay window’s height.

Fading duration — This value decides how long a trail point is shown before it fades out. A
longer value creates a longer gaze trail.

Maximal size — This value decides the maximum size the gaze point reaches (where 100%
represents a tenth of the replay window’s height, as for Size above). If this value is smaller
than the Size value, no animation will be displayed.

For glasses recordings, please note that the gaze trail only consists of lines. That is, no
gaze points will be shown.

Metrics Visualizations allow you to explore a plot of data to quickly discover how the metrics data
are distributed, and whether there could be a difference between the study conditions. This tool is
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intended to be used for review of a small set of pilot data or to share some initial findings with col-
leagues before you proceed to collect all your data.

Metrics Visualizations are designed to visualize data from multiple trials or intervals. A set of inter-
vals is typically defined by a Custom Time of Interest, so a Custom Time of Interest is required to
generate a metrics visualization. For more information, read

Metrics Visualizations are designed to compare data that occur in at least two different conditions.
There are three types of experimental variables in Pro Lab that can be used to create conditions.
One of the following experimental variables is required to generate a metrics visualization: Create
Tag Groups, Stimulus Variable, or Participant Variable. To find out more information about these,
read , ,and

1. Inthe Analyze module, select Metrics Visualizations by clicking the arrow next to "Ana-
lyze" at the top.

2. The Settings panel on the right includes settings for the Times of Interest and Data Selec-
tion.

a. Inthe Times of Interest section, select the Custom Time of Interest you want to visu-
alize. You can also create new Custom Times of Interest using the plus button (+)
and edit an existing one by right-clicking it.

b. In Data selection all Recordings, Participant Variables, Areas of Interest, Aggreg-
ated AOls, and/or Events are selected by default. Deselect any data to exclude it
from the visualization.

3. The metrics available for Metrics Visualizations are listed on the left-hand side.
» Select the metrics you want to visualize.
+ Binned metrics are labeled "Binned." For more information, read

To pin a metric to the top of the list, hover over the metric name and select the
pin icon.

4. The Condition and Data sections at the bottom of the Metrics Visualizations screen offer fur-
ther choices for the metrics visualization:
Condition

» An experimental variable is required to generate a visualization. Select Tag group,
Stimulus Variable, or Participant Variable.

» After you select an experimental variable, then you can select the specific condition
to visualize.

» For binned metrics, adjust the bin size. The default value for each TOl is based on
the interval durations in the TOI the first time it is selected.

Data
» Select the Central tendency measure to visualize: Median or Mean.

The metric visualization is updated automatically.
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To view details, hover the mouse cursor over the following parts of the visualization:
Data point: Value, Recording, Participant, Interval, AOI, and Media (when applicable)
Central tendency line: Median or Mean, Sample Size

For binned metrics:

» Central Tendency points - Condition, Bin, Median or Mean, Sample Size
¢ Bin number or Bin tick - Time interval for bin

Times of Interest (TOIs) are divided into two general types.

» Automatic TOls (sometimes called “System-generated TOIs”) are based on automatic
events, such as recording, media, web navigation and snapshot events.

e Custom TOls are created manually by the user and can be based on system generated
events or custom events. .

Times of Interest is a highly flexible data analytic tool in Pro Lab. Together with Areas of Interest,
they provide useful and fine-grained capabilities for defining not only the spatial extent of your
analyses (AOIls) but also the temporal span (TOIls). Used appropriately and with care, research-
ers can apply these tools to carry out powerful, sophisticated analyses of the most demanding
stimulus presentations.

Examples of TOIl use:

» selecting data for visualizations such as heat maps and gaze plots

» selecting and aggregating data to calculate metrics associated with a coded task or sub-
task periods in your recording (recording task or trial analysis)

» selecting and aggregating data to calculate metrics associated with coded subject beha-
viors or actions (behavioral coding)

» selecting and aggregating data associated with media exposure and snapshot coverage
(media or snapshot restricted task or trial analysis)

Times of Interest are made up of intervals. Intervals are made up of events. Depending on the
number of occurrences of Start and End Events, the TOI can consist of one or more intervals in
one or more recordings. When you select a TOI for analysis, Pro Lab searches all recordings in
the project and uses the gaze data intervals from the appropriate gaze data source to generate
the visualization or to export metrics and data.

Intervals

Intervals are spans of time on the recording timeline that have a start and end event. Just as with
events, intervals can be generated automatically (using automatic events). For example, there
will always be an interval that corresponds to the entire duration of the recording from start to fin-
ish. If you are running a screen-based study where images are shown to the participant, then the
system will automatically generate intervals that span the period of time when the image appears
on the screen. Data on all intervals are available in the metrics output. Statistics on the duration
and start/end point time stamps of all intervals can be obtained just by checking a box.
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Events

Events are multipurpose markers that are used to identify important timestamps in the recording.
Events can be generated automatically by Pro Lab (RecordingStart, ImageStimulusStart, sync
events), the participant (key press), or the researcher/analyst (Custom events). Events have an
associated time stamp, the exact time the event marker was applied. They can be counted but
they do not have any duration since they simply mark a meaningful point in time. In Pro Lab, an
Event Type is a class of Events and any instance thereafter is referred to simply as an Event.
Once you have a few events, you can do more than just count them and that brings us to the next
key concept, intervals.

Depending on the type of project you are running, Pro Lab will automatically generate different
TOls. These are Automatic TOls. The table below shows which types of automatic TOls are cre-
ated in recordings of different project types.

. Screen |Glasses Scene | External
Automatic TOI Intervals Event types : . Camera|Presenter
project| project . )
project | project
Recording TOI whole record{ RecordingStart, yes yes yes yes
ing RecordingEnd
Media TOI images + ImageStimulusStart, yes no no yes
videos ImageStimulusEnd,
VideoStimulusStart,
VideoStimulusEnd
Snapshot TOI intervals Snapshot (hame) Inter-| yes yes yes yes
(TOI) val Start, Snapshot
mapped to a | (hame) Interval End
snapshot
Web navigation | unique URL | WebStimulusStart, yes no no no
TOlI (webpage vist WebStimulusEnd,
its) URLStart,URLENd

Recording TOI

The Recording TOI exists for every recording in every project type. It includes all data from the
start of the recording to the end of the recording.

MediaTOl

Media TOls are created automatically in external presenter projects and screen-based projects
forimage, video, and text stimulus.

Snapshot TOI

Snapshot TOls are created automatically when eye tracking data is mapped onto a snapshot. A
shapshot TOI is composed of all the intervals defined by the two automatic events "Snapshot
[name] Interval Start” and "Snapshot[name] Interval End”. The "Snapshot [name] Interval Start”
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event is created by the first gaze point/fixation mapped onto the snapshot. The "Snapshot[name]
Interval End” event is created by the last gaze point/fixation mapped onto the snapshot. If there is
a gap of 5 s between two mapped gaze points, a "Snapshot[name] Interval End” event is created
for the last gaze point/fixation before the gap, and a "Snapshot[name] Interval Start” event is cre-
ated on the gaze point after the gap.

Web Navigation TOI

Web Navigation TOls are created automatically for each URL that the participant visits. The inter-
vals are all the different visits to the same URL. A screenshot is captured and stored for each visit.
The first screenshot captured will be the one associated with the TOI. The URL (web address) for
the web Time of Interest is the default name. You can right-click the Web Navigation TOIl and
select Copy URL or Open in browser.

How to change to a different screenshot:

—

. Right-click the Web Navigation TOI and select CloneTOl.
Name the Web Navigation CustomTOIl and verify the start and end points.
Select a screenshot.

w N

It is very important to match the resolution with the resolution of the snapshot
captured by Pro Lab.

4. Click OK.

Custom TOls are used to specify custom intervals for a visualization, metric calculation, or data
export. When you create a custom TOI, you define the interval selection rules and the gaze data
source.

A custom TOl's intervals are defined by Start Event types and End Event types with optional off-
sets. The Event types that can be used to define the start and end of intervals are generated auto-
matically (eg. RecordingStart and RecordingEnd) or are logged manually. For more information,
read

A Custom TOI’s gaze data source will be the recording data, mapped data, or web data.
How to create a Custom Time of Interest:
1. On the Analyze tab, make sure that you have defined the events you need. If necessary,
create them using Custom Events. For more information, read
2. Inthe Times of Interest section of the tool panel, click the plus sign (+).
3. Name your custom Time of Interest with a descriptive name in the Name field.
4. Select the gaze data source:

» Select Recording datato create a standard Custom TOI. In a screen-based project,
recording data is mapped to the Display Area Coordinate System. In a Glasses pro-
ject, it is mapped to the Head Unit Coordinate System. For more information, read
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» Select Mapped datato create a Snapshot Custom TOI. Mapped data is mapped to a
shapshot using Assisted or Manual mapping. This creates a new coordinate system,
the Media Coordinate System. For more information, read

» Select Web datato create a Web Navigation Custom TOI. Web data is mapped to
web screenshots.

5. Select the Event Types that define the start of your interval using the expandable lists
under Start point.

6. Select the Event Types that define the end of your interval using the expandabile lists under
End point.

7. To add an optional offset to an event, toggle the Offset switch on. For more information,
read

8. Select the appropriate media for the custom TOI.
» Hover over the thumbnail or double click it to see a larger view of the media.
» Hover over the title to see the full title, and resolution of the media. Double click the
title to change it.

» Web data only - Screenshots associated with the selected Event Types are shown
with a link icon. Manually captured screenshots are shown with an M icon. Imported
screenshots are shown with a downward facing arrow icon.

» Web data only - Select the plus button (+) to import a new screenshot. If you import a
screenshot, it is very important to match the resolution with the resolution of the snap-
shot captured by Pro Lab.

9. Click OK.

Edit or delete a custom TOI

To delete or edit a Custom TOlI, click the menu (vertical dots) next to the name and select Delete
TOl or Edit TOI. To show or hide a TOI under the timeline, click the eye icon next to the name.

If you want to analyze data before or after one specific event, you can create a Custom Time of
Interest with one event as both start and stop point and add offset time as buffers to extend the
time window. You can also use this procedure to tighten the time window. This is useful, for
example, if you want to check the closure of a test subject’s action without having to watch their
initial considerations.

* You remove time after the start point and add time after the end point by setting positive off-
set values.

* You add time before the start point and remove time before the end point by setting neg-
ative offset values.
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How to add offsets:
1. Inthe Times of Interest section in the right-hand panel on the Design tab, double-click the
name of the TOI to which you want to add an offset.
2. Select the desired event types.
3. Toggle on the Start point and/or End point offset buttons.

4. Setthe desired offsets in seconds and milliseconds (limits are +/100s). Note: The timer dis-
plays only when the buttons are set to “on.”

5. Click OK. The offsets are applied to all event types that you selected in step 2.

6. Check that the offsets have been properly set by taking a close look at the regular visu-
alizations.

Areas of Interest (AOls) enable numerical and statistical analysis based on regions or objects of
interest in your stimuli. AOls come in different forms:

Manual AOls refer to the ones the user creates herself by drawing an ellipse, rectangle, or poly-
gon covering an area in the stimulus or Snapshot. Manual AQOIs can be either static or dynamic.
Static AQOls are the normal kind, and these maintain the same position and shape during the
exposure of the stimulus. Dynamic AOls, however, change in size and shape over the stimulus
exposure because the stimulus changes the shape during the exposure. This is normally done in
videos, where an object of interest moves around in the video or possibly disappears and
reappears again.

Automatic AOls refer to AOIs that Pro Lab creates by having intricate knowledge of the objects
presented on the screen, in this case characters, words, and sentences created in the text.

(this section applies to Manual AOls)
How to draw AOQIs:
1. Activate the AOI tool by either clicking the AOI Tool button at the top on the Project Over-

view tab or select it from the Analyze drop-down menu in the top navigation.

2. Use the Media Selection panel on the right to open the snapshot, or media on which you
want to draw an AOI.

3. Draw an AOI by selecting one of the following:

» Polygons: Select the Polygon tool in the AOI toolbar above the AOI Visualization or
press P on the keyboard. Click where you want the AOI to start and then click
wherever you want to add vertices. Close the shape by clicking on the first vertex.

» Rectangles or ellipses: Select the Draw rectangle or Draw ellipse tool in the AOI
toolbar above the AOI Visualization, or press E (ellipse) or R (rectangle) on the key-
board. Click and drag the mouse cursor on the image or Snapshot until you have cre-
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ated the shape and size you want. Make the shape a perfect square or circle by
pressing the Shift key while you drag to draw.

How to name an AOI:
Select the AOI in one of the following ways:

* Goto the list of AOIs, double-click the current AOl name and enter the new name.
» Go to the AOI shape, double-click the name label and enter the new name.

* When an AOl is selected in the list of AQOIs, press F2 on the keyboard. The “Rename area”
dialogue appears.

» Enter a new name in the Input field and click OK.

The difference between a static AOI and a dynamic AOl is that the dynamic AOI can be moved
around to match an object’s location in a video. The shapes and behaviors of dynamic AOls in
Tobii Pro Lab are defined by Keyframes. A Keyframe is created when you add an AOI in one of
the frames. Dynamic media containing dynamic AOIs will typically have numerous Keyframes for
each AOQI. In-between these Keyframes, Pro Lab interpolates the shape and position of the AOI,
so that the AOI moves smoothly from one Keyframe to the next. Any changes that are made to an
AOIl somewhere on the timeline, for example dragging an AOI or moving AOI vertices, will create
a new Keyframe unless you are changing an existing Keyframe.

(this section applies to Manual AOIs)
How to change the shape of an existing AOI:

1. Make sure that the desired AOl is visible. (If it's not, read
)
2. Goto the AOIl toolbar above the AOI Visualization and select the Select/Move Vertices tool
or press V on the keyboard.

3. Drag the vertices to transform the AOI.

Currently, there is no way to add or delete vertices on existing AOls.

(this section applies to Manual AOlIs)
How to change the size of an AOI:

1. Make sure that the desired AQOl is visible. (If it's not, read
)
2. Goto the AOI toolbar above the AOI Visualization and select the Select/Move AOI tool or
press 2 on the keyboard.

3. Click on the AOI that you want to resize. A rectangle with sizing handles in the corners
appears around the selected AOI.
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* Increase or decrease the size by clicking and dragging one of the sizing handles.

« Maintain the object's proportions by pressing the Shift while you drag the sizing
handle.

» The size of a selected AOI can also be adjusted by modifying the width (W:) and
height (H:) values in the property fields on the AOI toolbar.

(this section applies to Manual AOIs)
How to move an AOI:

1. Make sure that the desired AQOl is visible. (If it's not, read
)
2. Goto the AOI toolbar above the AOI Visualization and select the Select/Move AOI tool or
press S on the keyboard.

3. Click on the AOI that you want to move. A rectangle appears around the selected AOI.
4. Drag the AOI to its new location.

¢ You constrain an AOI so that it moves only horizontally or vertically by pressing the
Shift key while dragging the object.

» The position of a selected AOI can also be adjusted by modifying the X: and Y: val-
ues in the property fields on the toolbar.

(this section applies to Manual AOls)

An AOI can be cut or copied from one image or Snapshot and pasted onto another Snapshot, as
well as into the same image or Snapshot as an identical copy of the original (apart from the
name).

How to cut or copy the shape of an AOI:

1. Select the Select/Move AOI tool on the AOI toolbar.

2. Right-click on the AOI that you want to cut or copy and select Copy or Cutfrom the menu.
You can do this by right-clicking either the AOI shape on the image/ Snapshot or the AOI
name in the Areas of Interest list in the tool panel to the right.

How to paste the AOI:

1. Paste the AOI in the middle of the image or Snapshot by right-clicking on the Snapshot and
selecting Paste.

2. Paste the AOI in the same location where the copied AOI was by right-clicking on the Snap-
shot and selecting Paste in Place.

The quickest way to duplicate an AOl is by pressing Ctrl on the keyboard while clicking and drag-
ging the desired AOI to a new location. You can also copy and paste AOIs by using the Edit menu
on the AOI toolbar or by using the keyboard shortcuts Ctrl+C (to copy), Ctrl+X (to cut), and Ctrl+V
(to paste).
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(this section applies to Manual and Automatic AOIs)
How to change the name of an AOI:
» Goto the list of AOls in the tools panel on the right, double-click the current AOI name and
enter the new name.
» Go to the AOI shape, double-click the name label and enter the new name.

» Select an AOIl in the list of AOIs in the tools panel on the right and press F2 on the key-
board. The “Rename area” dialog box appears. Go to the input field, enter a new name and
click OK.

How to change the appearance of an AOI:
» Change the color of an AOI by clicking the AOI color indicator rectangle next to the AOI

name in the Areas of Interest list. Pick a new color and click OK.

» Change the opacity of the AOIs by adjusting the AOls Opacity slider in the View Options
section in the tool panel on the right.

» Display or hide the AOI name labels in the AOls by checking or unchecking Show AO/
Names in the View Options section in the tools panel on the right.

 Display or hide the AOI fill colors by toggling on/off Show Fill Colorin the View Options sec-
tion in the tools panel on the right.

(this section applies to all AOI types)
How to undo and redo actions:

» Undo your most recent action by clicking the Undo button in the top left corner of the AOI
tab interface or by pressing Ctrl+Z. Click the arrow (triangle) to see the drop-down list of
earlier actions to undo.

» Redo the action you have just undone by clicking the Redo button in the top left corner of
the AOI tab interface. Click the arrow (triangle) to see the drop-down list of earlier actions
you want to redo

(this section applies to all AOI types)

When you work with large images or Snapshots (e.g. Snapshots that cover an entire shopping
shelf stitched together by multiple image files), you might find it difficult to see the details. In such
cases, it's useful to zoom in to parts of the interface.

How to zoom in to an image or Snapshot:

» Select the Zoom tool that looks like a magnifying glass in the Navigation section of the AOI
toolbar. The cursor turns into a magnifying glass. Click the image or Snapshot where you
want to zoom in.
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» Click the Zoom tool that looks like a magnifying glass below the AQOI Visualization. This
opens a zoom slider. Drag the slider to the zoom percentage setting that you want.

» Press Ctrl on the keyboard while scrolling the mouse wheel to zoom in or out. The center of
the zoom will be where you have the cursor.

» Click the buttons labeled “Fit to window” or “Actual size” located under the AOI Visu-
alization to switch between the two zoom levels.

When you have zoomed into an image or Snapshot, you cannot always see it in its entirety. It is
then useful to pan your field of vision so that you get the desired area in view.

How to pan in the image or Snapshot:

1. Select the Move Canvas tool that resemble hand on the Navigate section of the AQOI tool-
bar.

2. Drag the Snapshotimage to pan it to a new location.

(this section applies to Dynamic AOIs)

When an AOl is active it collects and records data during the replay. You can choose to deac-
tivate an AOI for any period on the timeline.

How to activate or deactivate an AOI:

1. Select the AOI that you want to activate/deactivate.

2. Right-click on the AOI and select Activate/Deactivate Selected AOIs in the context menu.
You can also use the AOI Active toggle switch in the function bar above the recording.

(this section applies to all AOI types)
How to export an image of the AOls on the image or Snapshot:

Right-click on the image or Snapshot in the AOI Visualization.
Click Export Image in the context menu.
In the Save As dialogue, enter a file name in the File name input field.

oL bdh =

Navigate to the folder into which you want to save the image and click Save.

(This section applies to all AOI types)

In Pro Lab you can assign Tags to both static and dynamic AOls. This makes it possible to aggreg-
ate data from several AOIs both within and between media for conditions that exist across mul-
tiple stimuli elements. This, in turn, creates an easier workflow for many experimental paradigms
and research questions. Tags can be used to create Aggregated AOls which gives you more flex-
ibility in combining different AOI attributes for your Metrics and Data export. Read more about
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Tags can function as a quick selector in case of a large number of AOls. Read how to

Tags can also be used to carry information about the AOI or it's content into the analysis in the
form of metadata. Tags are supported in both Metrics and Data export.

1. Select "AOI Tool" from the drop-down menu at the top next to Analyze(the Analyze mod-
ule).

2. Open AOI Tags Manager by clicking the Create and edit Tags button on the Tags panel.
3. Click the plus sign to the right of Ungrouped Tags to create a tag.
4. Type a descriptive name.

If you want to remove a Tag, hover the mouse cursor over it and click the x sym-
bol.

5. Continue creating tags as needed.

Figure 12. Create tags

Assign Tags to AOls
When you have created your Tags, then you can assign them to the AOls in the stimuli.

1. Click the AOI for which you want to assign the Tags. Select several AOls by Shift-clicking or
by clicking a point in the stimuli and then drag a selection box to include the wanted AQOIs.

2. Click the Tags you want to associate to the AOI/AOIs on the Tags panel.

Grouped Tags are mutually exclusive, i.e. only one Tag per group can be selected for
the selected AOI/ AOls; but several un-grouped Tags can be selected independently
of each other.
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3. The AOI now reflects the Tag/Tags that have been selected for it.

Figure 13. In this illustration the Face1 label is the AOl name, Mood is the group label and Angry is the tag name.

@ If you have many tags selected for the AOI, the groups and tag labels may clutter and
obscure the AOQI. For this reason you can hide the labels by switching off the Show AO/
Tag Names selector switch in the View Options panel. You can still display the tag
names by hovering over the “#” symbol on the AQOI label.

Create Tag Groups

Groups can be considered the top designator of Tags. For example, you could have the group
Vehicle type with the Tags Car, Motorcycle and Bicycle, and another group Brand with the Tags
Volvo, BMW, Audi, Honda, Yamaha, Cannondale and Specialized. This way you can export met-
rics for different types of transportation means, and also drill down by selecting the Tags that
denote different vehicle brands.

How to create Tag Groups:

1. Open AOI Tags Manager by clicking the Create and edit Tags button on the Tags panel.
The AOI Tags Manager dialog appears.

2. Click the New Tag Group button and name the group in the name field.

3. Create as many groups as you need. You can always return and create/edit/delete groups
later.

4. Create and add Tags to groups by clicking the Plus (+) sign to the right of the group.
5. Name the Tag when it's added to the group or accept the existing name.
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If you want to remove a group, hover the cursor over its name and the Delete button
(trash can) displays next to the name. If the group has Tags assigned to it, you need to
confirm that you want to remove the group and all the associated Tags with it.

Aggregated AOIls give more flexibility in collecting aggregated data from AQOIs labeled by one or
multiple Tags both within and between media. By combining the Tags into an Aggregated AOlI,
you can analyze the gaze data from AOls that meet specific criteria.

An aggregated AOI is created by selecting Tags using the check boxes or specifying the rela-
tionship between them in a logical Expression with a set of available operators.

Suppose you are doing a shopper study and need to categorize your items by type and color. In
this case, you have two independent attributes (Tag Groups) applied to your items. The first
Group is called “Clothes” and has the following values: Shirt, Trousers, Socks. The second Group
is called “Color” and has the following values: White, Blue, and Red.

Now imagine you need to export the gaze data on the Blue and the White Shirts. All the AOls you
have in the project will be labeled by Tags from both Groups at the same time, since they need to
be categorized by both the type of clothes and the color. To do this, you need to create an Aggreg-
ated AOI “Blue&White Shirts,” select the respective Tags in both Groups and make sure the fol-
lowing logical expression is applied (this is the default):

Clothes:Shirt AND (Color:Blue OR Color:White)
This lets you export the data set that includes all the Shirts that are Blue or White.
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Aggregated AOls are project-wide, which means that creating, editing, or deleting an
Aggregated AOI on the Data selection panel in Metrics or Data Export will respect-
ively create, edit, or delete the same Aggregated AOI in the other section.

Create Aggregated AOls

You must first create tags in the AOI tool in order use them to create aggregated AOls.

How to create Aggregated AOIs with selected tags:

1. Click the Metrics or Data Export button either in Project Overview or select either one from
the Analyze drop-down menu in the top navigation.

2. Click the Plus (+) sign next to Create Aggregated AQIs in the Aggregated AOIs section on the
Data selection panel. The Create aggregated AOI dialog displays.

Export format

Binning

3. Name your Aggregated AOI with a descriptive name in the Name field.
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4. Select tags to aggregate data from the tagged AOIs (tags that represent the attributes you want
to use for aggregation). Both Tags in the Tag Groups and Ungrouped Tags are available for selec-
tion.

5. If necessary, edit the logical Expression applied to the selected Tags by clicking the Edit button
( pen icon) to the right of Edit expression.

The following operators can be used:

* AND or && - includes all the AOIs tagged by both Tags at the same time

* OR or|| - includes all the AOlIs tagged by one of the Tags

* NOT or! - includes all the AOls not tagged by the Tag

* ( or) - brackets are used for more complex expressions (follow rules of mathematical logic)

By default, all the Tags in a Tag Group will be put in brackets with the “OR” relationship between
them. All the selected Tag Groups (with the selected Tags in brackets) as well as the Ungrouped
Tags will have the “AND” relationship between them as in the formula below:

(Group1:Tag1 OR Group1:Tag2) AND (GroupZ2:Tag3 OR Group2:Tag4) AND UngroupedTag5
AND UngroupedTag6b

If the default expression has been changed and saved after editing, the Tag selection
tree will not be available to edit (grayed out), which means that you will either have to
manually type the Tag names in the expression or start over in order to create the
Aggregated AOI.

If there is a syntax error in the expression, Pro Lab shows you the elements that can-
not be interpreted and the Create button will be inactive.

6. Click Create to save the formula or click the Close button (X) to return to the default expres-
sion.

Edit an Aggregated AOI
1. Select the Metrics or Data Export button either in the Project Overview section or select it

from the Analyze drop-down menu in the top navigation.

2. Hover the mouse cursor over the Aggregated AOI you want to edit in the Aggregated AOls
section on the Data selection panel.

3. Select the Edit button (pen).

4. Inthe Edit aggregated AOI dialog, you can edit the name, select/unselect the tags to
aggregate data from the tagged AOls, and edit the logical expression applied to the selec-
ted Tags.

5. When you are done editing, click Save or Cancel.

Aggregated AOls are project-wide, which means that creating, editing, or deleting an
Aggregated AOI on the Data selection panel in Metrics or Data Export will respect-
ively create, edit, or delete the same Aggregated AOI in the other section.
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Delete an Aggregated AOI
1. Click the Metrics or Data Export button either in Project Overview or select either one
from the Analyze drop-down menu in the top navigation.

2. Hover the mouse cursor over the Aggregated AOI you want to delete in the Aggregated
AOIs section on the Data selection panel.

3. Click the Delete button (trash can).
4. Click OK to confirm the deletion.

Aggregated AOIs are project-wide, which means that creating, editing, or deleting an
Aggregated AOI on the Data selection panel in Metrics or Data Export will respect-
ively create, edit, or delete the same Aggregated AOI in the other section.

Export data based on Aggregated AOls

When you export data, you can select to export only data (or ) that are relevant to your
Aggregated AOls .

How to select export data:

1. Click the Data Export button either in the Project Overview section or select it from the
Analyze drop-down menu in the top navigation.

2. Expand the Aggregated AOIs section on the Data selection panel.

3. By default, all the Aggregated AOls are selected. If you want to select only some of the
Aggregated AOls, deselect everything by clicking the All Aggregated AOls checkbox.
Select the Aggregated AOIs you want to include in your Data Export.

4. Select/deselect any other data related to what you want to export by checking and uncheck-
ing the metrics in the "Select data for export list" on the left.

5. Click the blue Export file(s) button at the top when ready to export.

The metrics export for Aggregated AOIs will not be affected by the selected Areas of
Interest on the Data selection panel. The metrics export will still be based on all AOIs
for the selected Aggregated AOls.

(this section applies to Manual AOIs)

If you want to use the same AOI again with a different image, you can export AOls and then
import them into another project.

Any tags added to the AOIs will be exported/imported along with the AOIs and if you have added
them they will be analyzed together (based on the assigned AOI tags). For more information, read

All AOls in the media will be exported and imported when you select Export AOls or
Import AOls.
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How to export AOIs:

1. Open the AOI Tool from the Analyze drop-down list at the top of Pro Lab.
2. Select the media in the Media Selection panel.

3. Right-click the media in the main viewer and select Export AOIs.

4. Save the file.

When no AOls exist, the Export option is disabled.

How to import AOls:

Open the AOI Tool from the Analyze drop-down list at the top of Pro Lab.
Select the media in the Media Selection panel.

Right-click the media in the main viewer and select Import AOlIs.

Select the file using the file browser.

a ks wnh =

The AOIls will be imported and shown on the media in the main viewer.

In addition to drawing Manual AOls, Automatic AOIs can be generated for a Text stimulus. Select
the Text stimulus for which you want to generate Automatic AOls in Media Selection. The Select
media section will then be active. Select the desired reading AOI level (Characters, Words or Sen-
tences) to generate Automatic AOI and click Generate.

Click Generate to create the ADIs

Figure 14. Select the level of AOI and click Generate.

Areas of Interest

Thank

Figure 15. An example of words selected to generate Automatic AOIs
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Characters: any type of letter or punctuation mark is one character.

Words: characters divided by [SPACE] are automatically interpreted as a word. Note that punc-
tuation marks like a dot or a comma will count as a part of the Word AOI.

Sentences - A sentence is an array of words ending with a period, question mark, or an exclam-
ation mark (and a space if there are other words after it). You can also create a sentence by using
a line break (pressing ENTER ).

The Chinese character". " also marks an array of words combining to form a sentence
(and a space if there are other words after it).

The AOIls will be created and visible once they are generated. You can hide them or change the
color individually for each AOI the same way you would do for Manual AOls.

To remove the Automatic AOls click Remove. All Automatic AOls on the selected level will be
removed from this Text stimulus. Automatic AOls can be regenerated and removed as many
times as needed.

Automatic AOIs cannot be imported or exported because they are dependent on the
text.

AQI tag groups and tags, as well as Aggregated AOIs work for Automatic AOls.

For more information, read

You can record a screen by using a Screen Recording stimulus. Adding a Screen Recording stim-
ulus is explained in and you can learn more about editing Screen Recording stimulus
properties in

» When you want to analyze a screen recording, you can log events, just like for any other
type of recording. For more information, read

» When you want to aggregate data and create visualizations such as heat maps and gaze
plots, you can create TOls with frames. For more information, read

* When you want to analyze a screen recording, you can create AOls and dynamic AQOIs in
the AOI Editor just like for other types of recordings. The name of the recording in the AOI
Editor will be “Screen Recording + recording name”. For example, if you made a screen
recording with the name Version A, the recording name in the Media Selection in the AOI
Editor is “Screen Recording Version A”. For more information, read
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10 Metrics

To set up a successful eye tracking study you need to define and calculate the appropriate meas-
ures for your research question. In addition to choosing the right eye tracking measure, you need
to define where and when to calculate this measure, i.e. the Areas of Interest (AOI) that are asso-
ciated with operationalization of your research question. You also should calculate Times of
Interest (TOI), the intervals of the recording when your stimulus or behavior of interest are pre-
dicted to occur. Some examples are: the duration of the exposure of a stimulus on the screen, a
section of a trial, the time between when a stimulus appears on the screen and when a participant
presses a key on the keyboard, the moment someone enters a supermarket aisle and places a
product in the shopping basket, etc.

In Pro Lab, the term "metric" is used to define the different measures that are calculated from the
recording data. These measures can be exported in different table/file formats that can either be

used to get an overview of the data and extract summary statistics, or to organize the data for fur-
ther processing in statistical software platforms such as R or SPSS.

For best practice, and unless your study is an explorative one, measures should be defined dur-
ing the planning and design phase of the study.

AOIl-based metrics vs. AOl-independent metrics

Some metrics in Pro Lab relate to a particular area of interest (AQOI) for example, how much time a
participant spends looking at advertisements, or the eyes of a person talking. Other metrics are
general for that time of interest interval, for example the average fixation duration during the inter-
val, regardless of what the user specifically looked at. The former says something about the
object in the area of interest, but the latter can put this number in context of how the participant
behaves in general and when seeing everything else that is visible during this stimulus present-
ation.

If you select an AOI-based metric, you will get one metric computed per AOI. If it is a saccade met-
ric, then the AOI will determine if a saccade is an “entry saccade” (moving into the AOIl) or an “exit
saccade” (moving out of the AOI).

However, if you choose a metric that is AOI-independent, then you will get a metric that is com-
puted for the entire interval. For example, an average fixation duration that is AOl-independent
will give you the average fixation duration of all fixations occurring in that TOl interval, regardless
of what they looked at.

Partial and whole events

Previously Pro Lab offered only fixation-based metrics and these were very inclusive, in that they
included all fixations in that Time of Interest (and Area of Interest). All fixations means both whole
and partial fixations.

Whole events

An event that starts and stops within the given interval, and is not disrupted by unknown events or
data loss at the beginning or end of the event. If any of these two criteria are fulfilled, then it is
counted as a whole event.
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Partial events

Events that do not fulfill the criteria for whole events are partial events.
Examples of partial events:

» the saccade starts before the interval starts, and stops inside the interval. In this case, there
is ambiguity in how to treat this event. It has data outside of the interval you want to ana-
lyze, so it is not given that data outside the interval should be considered at all. At the same
time, a key part of that event, e.g. the peak velocity, could happen outside of the interval yet
be relevant to the entire event.

» A fixation starts before the interval starts. The duration of the fixation is ambiguous as a res-
ult. Should it be the time of the fixations that it has spent on the stimulus in question (current
interval), or should it be the entire duration of the fixation?

» Afixation is followed by a saccade, but this saccade is interrupted by data loss. In this case,
the end of the saccade is uncertain, because we cannot know whether the data samples
lost were part of the saccade, or the subsequent event. Considering this ambiguity, this sac-
cade is labeled as a partial event.

For eye movement researchers interested in fixations and saccades as such, it is important to dis-
tinguish between whole and partial events in order to exclude partial events from their studies.

For example, a whole saccade had a certain amplitude (e.g. 20 degrees). If it is cut by the TOI
interval start (producing a partial saccade) the amplitude may shows 8 degrees, it can't be used
and should be discarded.

On the other hand, for researchers interested in attention and visual exposure rather than eye
movements per se, it is perfectly fine to include partial events.

For example, if an advertisement is suddenly shown (new stimulus) it will be seen and the event
can be used, even if the stimulus-interval cuts an ongoing fixation.

Criteria for whole saccades
In order for a saccade to be labeled whole it must fulfill the following criteria:
» A saccade must be preceded and succeeded by a fixation event.

In addition, for the Interval-based export format, partial events pose additional problems as the
metrics aggregate all events in an interval. For example, if the amplitude of a partial saccade (cut
by the border of the TOI) is included in the calculation of "average amplitude of saccades", the res-
ult will be a lower average. This may lead to the wrong conclusion about the average length of sac-
cades in the interval.

To avoid this risk, the following criteria applies for saccades in the interval-based TSV export
format:

» A saccade must be wholly contained in the time of interest.

In the Interval- and AOIl-based export format partial saccades are excluded from the metric cal-
culation. In the Event-based export format partial saccades are shown as "partial” in the validity
column. ltis up to the individual researcher to exclude these events if needed.
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Criteria for whole fixations

Some researchers are interested in both the saccades and fixations that occur in the same TOI.

For example, research suggests that there are phases of visual exploration, with an early ori-
enting phase with high-amplitude saccades and short-duration fixations, followed by an inspec-
tion phase with low-amplitude saccades and long-duration fixations. To explore this in a
meaningful way, we want fixations to follow the same strict definition as saccades.

Therefore, we also allow the export of “whole fixations”(i.e. "exclude partial fixations"). must fulfill
the following criteria:

» A whole fixation must be preceded by a saccade.

» A whole fixation must be succeeded by a saccade.

» A whole fixation must be wholly contained in the time of interest

Finally, for AOI metrics that exclude partial fixations there is an additional criteria.
» The whole fixation duration must be contained within the AOI

These metrics are found in the Interval- and AOI-based export format.

You can select the metrics to export in order to create custom spreadsheets or “reports”. Different
metrics are available for export depending on which export format you choose. For more inform-
ation, read and

Exporting metrics

If the Export button is inactive (grayed out), hover the cursor over the Export button to
see why it is inactive. For example, the tool tip will tell you that at least one recording,
one metric, and one TOIl must be selected to start the metrics export.

1. Click the Metrics button either in the Project Overview section or select it from the Analyze
drop-down menu in the top navigation.

2. Select the output format for the export file by clicking the Export Format drop-down list in
the Settings panel. Select one of the three formats. For more information, read

3. If applicable, toggle on Binning in the Settings panel. Read more about

4. Select which Gaze Filter you want to apply to the data you will export. For more information,
read

5. Select the data you want to include using the Data Selection section on the right-hand side.
The options are:

» Recordings: Choose to export metrics from All Recordings or only the recordings of
your choice. Expand the checkbox to see all available recordings.
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» Participant variables: Choose to export metrics based on a selection of participant
variables. Use the checkboxes to select which participant variables the export will be
filtered on. All checkboxes are selected as default.

» Times of Interest: Choose to export metrics from the complete recordings (selected
above) or metrics only from selected TOls. To simplify the selection, there are two
groups of TOI data: Media gaze data, where automatically created TOls based on
when Snapshots or images were active are presented, and Recording gaze data,
where your custom TOls are listed. In the Media gaze data list, each image or Snap-
shot associated with the project that has AOls is listed. For each of them, you can
also select TOIs which include data from when they were active. Expand the check-
box next to each group to see and select the individual TOls.

» Areas of Interest: Choose to export data relating to all or some of the AQOIs created in
the project using the checkboxes.
AOQls can also be selected by tags. To do this, select the tags in the drop-down menu
"Select by tag" in the Areas of Interest section. All the AOIls associated with the selec-
ted tags will be selected automatically in the AOI selection tree. Deselecting one or
several of the automatically selected AOls will remove those tags from the list of
selected tags in the Select by tag section.
Note that removing tags from the list will deselect the associated AOls even if they
were selected manually before using the "Selected by tag" option.

Selectbytag @

Faces: Angry
All Areas of Interest
Emotional_faces A - Angry A + Happy Apng
Ellipse
Ellipse 1

Rectangle

Figure 16. Click the drop-down arrow to select by tag in the Areas of Interest side panel

» Aggregated AOIs: Choose to export data related to all or some of the Aggregated
AOQls created in the project using the checkboxes. Read more about how to

» Events: you can select the recording custom events to include in the Event and inter-
val metrics.

6. Select the metrics you want to include in the export (the selection varies depending on what
you chose in steps 2 and 3).
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7. Use the Select All toggle to select or deselect all the metrics. Use the up and
down arrows in the metric export selection list to collapse (hide) entire sections
in the list.

8. Click the Export button at the top of the Metrics Export window.

9. Inthe file browser, locate the folder in which you want to save the file.
10. Inthe File name field, enter a file name for your exported file.
11. Click Save.

Sometimes you might want to have more granularity in the metrics in order to see how something
unfolds over time in a given interval. This can be achieved by dividing the interval into smaller
arbitrary size sections (time bins) and exporting the metric values for each bin falling into a given
interval instead of the metric value representatives of the interval as a whole. This process (met-
rics output type) is referred to as Binning (Binned metrics).

Every bin for every interval for every recording gets its own row.

Binning is available for metrics export in the Interval-based, AOl-based, and Event-based TSV file
formats.

To enable Binned metrics, switch on Binning using the toggle in the Settings panel. The Bin size
window to the becomes active. The default bin size is 200 ms (milliseconds). Type the desired
value in milliseconds and press ENTER. The available bin size values are between 1 millisecond
and 900 000 milliseconds (15 minutes) with the step of 1 millisecond.

The available metrics differ depending on if Binning is toggled on or off. This is reflected in the
separate tables for the metrics listed in the

In the example below, you can see a sample gaze path (fixation sequence) and a table showing
the AOI word metrics available in Tobii Pro Lab (starting with version 1.162) for this specific sen-
tence example: "The brown fox jumped over the fence despite me shouting."

» (blank)- means that the value will be an empty cell when the metrics are exported.

» Numeric values (1,0, ..) refer to the actual value in the metrics export file.

« Fixation bubbles (@ @ ) mean that, in order to calculate the metric value, you need to add
the duration of the fixations of the respective order number.

» String metrics are the actual values in the metrics export file.

The "Total duration of fixations" metric in the AOI reading metrics group (as seen in the table
below) differs from the "Total duration of fixations" in the AOI fixation metrics group in the fol-
lowing ways:

* |t can be calculated for Automatic AOIs (generated on a Text stimulus) only
 [tequals “0” for skipped AOIs and gives blank values for AOls that were never reached

Pro Lab User Manual v 1.181 111



Reading metrics

The ‘brown ' fox  jumped over the: fence despite me shouting.

time

Trial ended befons
new falion

Figure 17. Sample gaze path (fixation sequence)
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Metric name
Character {blank] [bdank) {blank) (blank] [blank) | (blank) [blarik) [blank) {larik) (blani)
index
Word index 1 2 3 4 5 ] 7 8 £l 10
Sentence 1 1 1 1 1 1 1 1 1 1
index
AQI string The | brown fox jumped | over | the fance despite me | shouting.
Text unit type | Word Word ‘Wword Word Ward Word Werd Word Word Ward
Humber of 3 5 3 & 4 3 5 7 2 a
units
First-pass first m @ @ @ @ [i] @ 1] @ (blank)
fixation
duration
First-pass ) &, @ [ [ (blank)
duration @ @
Selective @ @@ ® 0 ®.® o () (ikan)
regression-
path duratson
Firgt-paid o i} o 1 i} |Blank)] 1 [Blank) 1 AT
regreEEion
Total duration | @) ) .3, ® ® [} @.® (=) () (blank)
of fications @ @ *
L
Regression- @ fa) @.,.& @Jb & 1] @*@}* 1] @ (blaini)
path duration @ @*
Re-reading o o o i} o L1} (Bkani)
duration @ ®+® @

Figure 18. This table shows all the AOI reading metrics for the sentence example

10.5 Metric export formats

There are four kinds of Metric export formats in Pro Lab:

Interval-based TSV file

Use this format when you want to analyze your data at the TOl interval level. If you want to ana-
lyze the metrics data in a statistical analysis software, like R/'SPSS/MATLAB etc. This format can
be interpreted by the user, but is also especially designed for use in analysis software with meta

information and metrics in a column format where the rows contain calculations for the actual
Times of Interval.

AOIl-based TSV file

This format is preferred for an analysis where you want to have AOI as a grouping factor and thus
the AOI name as its own column and gaze metric in their own columns. Every AOI for every inter-
val for every recording gets its own row.
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Event-based TSV file

Use this format when you want to analyze individual events during an interval. Each fixation will
generate a row in the report and the selected metrics will be shown as columns. Like the Interval-
based TSV file it is formatted to be easily to import and analyze in statistical analysis software.

Excel report (.xIsx)

This format is compatible with most spreadsheet software such as Microsoft Excel (2007 and
newer), Google Sheets, OpenOffice.org, etc. In this file, each metric is saved in a separate
spreadsheet. Each image, Snapshot, or Time of Interest has its own table in the spreadsheet.
The data in this export is highly aggregated and is intended to use "as is." It is therefore not the
best choice for further analysis in statistical software platforms such as R or SPSS.

General information about export metrics

The metrics available for export in the file formats are shown in the tables below. An interval cor-
responds to one occurrence of a specific TOI. A TOI can occur multiple times during a recording
which means there are multiple intervals. Event-based metrics format where one row cor-
responds to one eye-movement event, as identified by the Gaze Filter in the top-right corner of
the Metrics Export view. Currently, only fixations are supported.

The metrics available for export in the Interval-based TSV file formats are shown in the table
below.

An interval corresponds to one occurrence of a specific time of interest. The interval start is
defined as the starting event for the TOI. The interval end is defined as the ending event for the
TOI. A specific TOI can occur multiple times during a recording which means there are multiple
intervals.

Byte Order Marks (BOM) flags are removed in .tsv files. If you have scripts that rely on
this flag, be sure to update them.

General
Metric name Description Format
Recording name Recording name
Participant Participant

Participant variables | Variable value, or values, of the par-
ticipant. One column for each participant

variable.

Timeline name Timeline name

TOI The name of the current Time of Interest.

Interval The interval number of the current TOI
interval.

Media The name of the media presented to the
participant.
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Metric name

Description

Format

Stimulus variables

Stimulus variable value or values of the
stimulus. One column for each Stimulus
variable.

General (Binning turned on)

Metric name Description Format
Recording name Recording name
Participant Participant
Participant variables | Variable value, or values, of the par-
ticipant. One column for each par-
ticipant variable.
Timeline name Timeline name
TOI The name of the current Time of
Interest.
Interval The interval number of the current TOI
interval.
Bin The index of the current bin in the inter-
val.
Bin duration The duration of the current bin. Milliseconds
Media The name of the media presented to the
participant.
Stimulus variables | Stimulus variable value or values of the
stimulus. One column for each Stimulus
variable.
Interval metrics
Metric name Description Format
Duration of interval | The duration of an interval. Milliseconds
Start of interval The start time of an interval. Milliseconds
Interval metrics (Binning turned on)
Metric name Description Format
Duration of interval | The duration of an interval. Milliseconds
Start of interval The start time of an interval. Milliseconds

Event metrics

Events can also be used in measures. Event metrics allow you to measure behavior and calculate

statistics based on your event coding scheme.
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Metric name Description Format

Number of Events The number of Events, including Cus- Count
tom Events and Logged live Events, for
an interval.

Time to first Event The time to the first Event, including Milliseconds

Custom Events and Logged live
Events, for an interval.

Last key press The last registered key press in the
interval.

Event metrics (Binning turned on)

Metric name Description Format
Event occurred Any Event, including Custom Events Binary
and Logged live Events, occurs during a
bin, indicated be1/0, for each event

type.

Number of Events The number of Events, including Cus- Count
tom Events and Logged live Events, for
a bin .

Last key press The last registered key press in the bin.

AOI Fixation metrics

AOlI fixations correspond to fixations that fall within an AOI. The fixations are defined based on the
gaze filter you use (e.g. if you use the Raw gaze filter, every valid eye tracking sample is a fix-
ation). AOlI fixation metrics allow you to measure statistics based on the fixations within an AOI.
They present as an interval (or an occurrence) of the TOI in separate rows in the exported spread-
sheet.

Metric Description Format
name
Total dur- | The total duration of the fixations inside an AOI Milliseconds
ation of fix-| during an interval.
ations
Average | The average duration of the fixations inside an Milliseconds
duration of | AOI during an interval.
fixations
Minimum | The duration of the shortest fixation inside an Milliseconds
duration of | AOI during an interval.
fixations
Maximum | The duration of the longest fixation inside an AOI Milliseconds
duration of | during an interval.
fixations
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Metric Description Format
name

Number of | The number of fixations occurring in an AOI dur- Count

fixations ing an interval.

Timeto The time to the first fixation inside an AOI during Milliseconds

first fix- an interval.

ation

Duration of| The duration of the first fixation inside an AOI Milliseconds

first fix- during an interval.

ation

Last AOl | The last AOI fixated during an interval.

viewed

AOI at The AOI fixated at the end of an interval.

interval

end

Average | The average pupil diameter of all fixation

pupil dia- | samplesinan AOIl in an interval.

meter

AOI Fixation metrics (Binning turned on)

Metric Description Format

name
Fixation | Any fixation hits inside an Binary
hit AOI, indicated by 1/0, for

each bin.

Total dur- | The total duration of the fix- Milliseconds
ation of fix{ ations inside an AOI during a
ations bin.
Number of| The number of fixations Count
fixation inside an AOI that starts in
starts the bin.
Average | The average pupil diameter Millimeters
pupil dia- | of all fixation samples in an
meter AOl in a bin.

AOI Fixation metrics (exclude partial fixations)

These metrics exclude fixations that don’t fulfill the criteria for whole fixations (see previous sec-

tion).
Metric name Description Format
Total duration of whole | The total duration of the fixations inside an AOI during| Milliseconds
fixations an interval.
Average duration of The average duration of the fixations inside an AOI Milliseconds
whole fixations during an interval.
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pupil diameter

samples in an AOl in this interval.

Metric name Description Format
Minimum duration of The duration of the shortest fixation inside an AOI dur-| Milliseconds
whole fixations ing an interval.

Maximum duration of The duration of the longest fixation inside an AOIl dur- | Milliseconds
whole fixations ing an interval.

Number of whole fix- The number of fixations occurring in an AOI during an Number
ations interval.

Time to first whole fix- The time to the first fixation inside an AOI during an Milliseconds
ation interval.

Duration of first whole fix{ The duration of the first fixation inside this area of Milliseconds
ation interest during an interval.

Average whole fixation | The average pupil diameter of all whole fixation Millimeters

AOI Fixation metrics (exclude partial fixations) (Binning turned on)

Metric name Description Format

Whole fixation hit Any fixation hits inside an AOI, indicated by Binary
1/0, for each bin.

Total duration of The total duration of the fixations inside an Milliseconds
whole fixations AOI during a bin.
Number of whole fix- | The number of fixations inside an AOI that Count
ation starts starts in the bin.
Average whole fix- | The average pupil diameter of all whole fix- Millimeters
ation pupil diameter | ation samples in an AOIl in this bin.

AOI Visit metrics

An AOlI visit corresponds to all the data between the start of the first fixation inside and AOI to the
end of the last fixation in the same AOI. From the first fixation inside the AOI until the last fixation
inside the AOI, all data is considered as part of the AOI visit (even saccades, blinks or invalid

gaze data).

AOlI visit metrics allow you to measure statistics based on visits inside an AOI (e.g. calculating

revisiting rate of an AOI).

Metric name Description Format
Total duration| The total duration of the Visits inside Milliseconds
of Visit an AOI during an interval.

Average dur- | The average duration of the Visits Milliseconds
ation of Visit | inside an AOI during an interval.

Minimum dur-| The duration of the shortest Visit Milliseconds
ation of Visit | inside an AOI during an interval.

Maximum durt The duration of the longest Visit Milliseconds
ation of Visit | inside an AOI during an interval.
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Metric name Description Format
Number of The number of Visits occurring in an Count
Visits AOI during an interval.
Time to first | Time in milliseconds to the first Visit Milliseconds
Visit inside an AOI during an interval.
Duration of | The duration of the first Visit inside Milliseconds
first Visit an AOI during an interval.
AOI Visit metrics (Binning turned on)
Metric name Description Format
Visit hit Any Visit hits inside an AOI, indicated by 1/0, for Binary
each bin.
Total duration of | The total duration of the Visits inside an AOl dur{ Milliseconds
Visit ing a bin.
Number of Visit | The number of Visits inside an AOI that starts in Count
starts the bin.

AOI Glance metrics

All data is considered to be part of the AOI glance (even saccades, blinks or invalid gaze data)
from the first saccade leading into the AOI until the last fixation inside the AOI.

Metric name Description Format
Total duration of The total duration of the Glances inside an AOI during an | Milliseconds
Glances interval.

Average duration of | The average duration of the Glances inside an AOI during | Milliseconds
Glances an interval.
Minimum duration of | The duration of the shortest Glance inside an AOIl during | Milliseconds
Glances an interval.
Maximum duration of| The duration of the longest Glance inside an AOI during Milliseconds
Glances aninterval.
Number of Glances | The number of Glances occurring in an AOI during an Count
interval.
Time to first Glance | Time in milliseconds to the first Glance inside this area of | Milliseconds
interest during an interval.
Duration of first The duration of the first Glance inside this area of interest | Milliseconds
Glance during an interval.
AOI Glance metrics (Binning turned on)
Metric name Description Format
Glance hit Any Glance hits inside an AQOI, indicated by 1/0, for Binary

each bin.
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Metric name Description Format
Total duration of The total duration of the Glances inside an AOI during a| Milliseconds
Glances bin.

Number of Glance The number of Glances inside an AOI that starts in the Count
starts bin.

AOI Click metrics

All AQOI Click metrics are based on the primary (left or right, depending on the Windows settings)
button clicks only. By default, it is most commonly the left button.

A mouse click itself is a combination of two events - MouseEvent Down & MouseEvent Up where
both have their timestamps and position. (Read
information.)There are two sets of metrics related to mouse clicks:

 Clicks: computed based on MouseEvent Down events only

for more

» Clicks & Releases: takes both MouseEvent Down & MouseEvent Up events into account

Click & Release in Pro Lab counts only if both events spatially happened inside an AOI or a group
of AQOlIs labeled by the same tag in case of AOI tag selection (even if MouseEvent Up and
MouseEvent Down events happened in two different AOls labeled by the same tag) and
MouseEvent Down event occurred in a TOl interval.

All Click & Release temporal (time) metrics are computed (in milliseconds)based on the
timestamp of the MouseEvent Down event.

The definition of Clicks changed in version 1.162. In the versions 1.152 and earlier,
Clicks were what we now call Clicks & Releases.

Metric name Description Format
Number of The number of times the mouse button is pressed in an AOI Count
mouse clicks during an interval.

Time to first The time to when the mouse button is pressed inside an AOI Milliseconds
mouse click during an interval.

Time from first | The time from the first fixation to when the mouse button is Milliseconds
fixation to pressed inside an AOI during an interval.

mouse click

Number of The number of times the mouse button is both pressed and Count
mouse clicks & | released in the same AOI during an interval.

releases

Time to first The time to the first mouse button is pressed the first time Milliseconds
mouse click & inside an AOI during an interval.

release

Time from first | The time from first fixation to the first time the mouse button is | Milliseconds
fixation to pressed inside an AOI during an interval. This metric requires

mouse click & the mouse button is also released inside the same AOI.

release
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AOI Click metrics (Binning turned on)

Metric name Description Format
Click hit Any mouse click (button is pressed) hits inside an AOI, indicated Binary
by 1/0, for each bin.
Number of mouse | The number of times the mouse button is pressed in an AOI during| Count
clicks a bin.
GSR metrics

SCRs can be generated as a response to an specific event (e.g., visual stimulus or unexpected
question) known as event-related SCR (ER-SCR). ER-SCRs are the most common measure
used in research to relate changes in emotional arousal to a specific stimuli. A good stimulus
design that allows enough time between stimuli is necessary to avoid uncertainties about which
stimulus caused a specific ER-SCR.

The SCR is reported in the interval/bin when it starts to rise. It does not reflect the
peak. For example, if the onset is in bin 1 and the peak is in bin 3, the value would be
"1" for bin 1 and "0" for bins 2 and 3.

Metric name Description Format

Average GSR | The average galvanic skin response (GSR) signal, after fil- Microsiemens
tering, for an interval.

Number of The number of skin conductance responses (SCRs) for an Count

SCR interval.

Amplitude of | The amplitude of each event-related skin conductance Microsiemens

eventrelated | response (ER-SCR), for an interval. ER-SCRs are calculated

SCR using filtered GSR data.

GSR metrics (Binning turned on)

Metric name Description Format
Average The average galvanic skin response (GSR) signal, after filtering,| Microsiemens
GSR for each bin.

Number of | The number of skin conductance responses (SCRs) in the bin. Count
SCR

Fixation metrics (exclude partial fixations)

Fixation metrics (exclude partial fixations) let you measure statistics based on whole fixations
within an interval (occurrence of a TOI) regardless of what the user specifically looked at. The fix-
ations are defined based on the gaze filter you use and exclude fixations that don’t fulfill the cri-
teria for whole fixations.
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Metric name Description Format
Total duration of whole fix- | The total duration of the fixations during an interval. | Milliseconds
ations
Average duration of whole | The average duration of the fixations during an inter; Milliseconds
fixations val.
Number of whole fixations | The number of whole fixations occurring during an Count

interval.
Duration of first whole fix- | The duration of the first fixation during an interval. Milliseconds
ation
Average whole fixation The average pupil diameter of all whole-fixation Millimeters
pupil diameter samples in this interval.
Fixation metrics (exclude partial fixations) (Binning turned on)

Metric name Description Format
Number of whole fixation The number of whole fixations that starts during a Count
starts bin.

Average whole-fixation pupil | The average pupil diameter of all whole-fixation Millimeters
diameter samples in this bin.

Saccade metrics

Saccade metrics let you measure statistics based on saccades within an interval (occurrence of a
TOI). You can get general indicators on the velocity, amplitude and direction of saccades.

If you have unrecognizable data, try adjusting the fixation filter settings. This is not a
problem that can be fixed in the metrics.

Metric name Description Format

Number of saccades The number of saccades occurring during an Count
interval.

Average peak velocity of sact The average peak velocity of all saccades in Degrees/second
cades this interval.
Minimum peak velocity of The peak velocity of the saccade with the low-| Degrees/second
saccades est peak velocity in this interval.
Maximum peak velocity of | The peak velocity of the saccade with the Degrees/second
saccades highest peak velocity in this interval.
Standard deviation of peak | The standard deviation of all peak velocities of| Degrees/second
velocity of saccades the saccades in this interval.
Average amplitude of sac- | The average amplitude of all saccades in this Degrees
cades interval.
Minimum amplitude of sac- | The amplitude of the saccade with the lowest Degrees
cades amplitude in this interval.
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Metric name Description Format
Maximum amplitude of sac- | The amplitude of the saccade with the highest Degrees
cades amplitude in this interval.

Total amplitude of saccades | The total amplitude of all saccades in this inter; Degrees
val.

Time to first saccade The time to the first saccade during an inter- Milliseconds
val.

Direction of first saccade The direction of the first saccade in the inter- Degrees
val.

Peak velocity of first sac- The peak velocity of the first saccade in the Degrees/second

cade interval.

Average velocity of first sac- | The average velocity of the first saccade in the| Degrees/second

cade interval.

Amplitude of first saccade The amplitude of the first saccade in the inter- Degrees
val.

Saccade metrics (Binning turned on)
Metric name Description Format
Number of saccade | The number of saccades that starts during a bin. Count
starts

AOI saccade metrics

AOI saccades are saccades that start, end, or are within an AOI. AOI saccade metrics let you
measure statistics based on saccades within an AOI. You can get general indicators on the velo-
city, amplitude and direction of these saccades.

saccade

during an interval.

Metric name Description Format
Number of sac- The number of saccades occurring in an AOI during an Count
cades in AOI interval.

Time to entry sac- | The duration until the start of the first saccade that Milliseconds
cade ends in an AOI during an interval.

Time to exit sac- The duration until the start of the first saccade that Milliseconds
cade exits an AOI during an interval.

Peak velocity of The peak velocity of the first saccade that ends in an Degrees/second
entry saccade AOI during an interval.

Peak velocity of exit| The peak velocity of the first saccade that exits an AOI | Degrees/second
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General

Metric name Description Format
Recording name | Recording name
Participant Participant
Participant vari- | Variable value, or values, of the participant. One column
ables for each participant variable.
Timeline name Timeline name
TOI The name of the current Time of Interest.
Interval The interval number of the current TOl interval.
Media The name of the media presented to the participant.
Stimulus vari- Stimulus variable value or values of the stimulus. One
ables column for each Stimulus variable.
AOQI The Area of Interest name of the current row.
AOIl Tags The name or names of Tags connected to the AOI. One
column for each Tag group and one for Ungrouped tags.
General (Binning turned on)
Metric name Description Format
Recording name | Recording name
Participant Participant
Participant vari- | Variable value, or values, of the participant. One
ables column for each participant variable.
Timeline name Timeline name
TOI The name of the current Time of Interest.
Interval The interval number of the current TOl interval.
Bin The index of the current bin in the interval.
Bin duration The duration of the current bin. Milliseconds
Media The name of the media presented to the participant.
Stimulus vari- Stimulus variable value or values of the stimulus. One
ables column for each Stimulus variable.
AOI The Area of Interest name of the current row.
AOI Tags The name or names of Tags connected to the AOI.
One column for each Tag group and one for
Ungrouped tags.
Events
Metric name Description Format
Number of The number of Events, including Custom Events and Count
Events Logged live Events, for an interval.
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Metric name Description Format
Time to first The time to the first Event, including Custom Events Milliseconds
Event and Logged live Events, for an interval.

Last key Press | The last registered key press in the interval.
Events (Binning turned on)
Metric name Description Format
Event occurred | Any Event, including Custom Events and Logged live Binary
Events, occurs during a bin, indicated be1/0, for each
event type.
Number of The number of Events, including Custom Events and Count
Events Logged live Events, for a bin.
Last key Press The last registered key press in the bin.

AOI fixation metrics

AOlI fixations correspond to fixations that fall within an AOI. The fixations are defined based on the
gaze filter you use (e.g. if you use the Raw gaze filter, every valid eye tracking sample is a fix-
ation). AOlI fixations metrics allow you to measure statistics based on the fixations within an AOI.
They present as an interval (or an occurrence) of the TOI in separate rows in the exported spread-

sheet.

Metric name Description Format
Total duration of | The total duration of the fixations inside an AOI Milliseconds
fixations during an interval.

Average duration | The average duration of the fixations inside an Milliseconds
of fixations AOI during an interval.

Minimum duration | The duration of the shortest fixation inside an Milliseconds
of fixations AOI during an interval.

Maximum dur- The duration of the longest fixation inside an Milliseconds
ation of fixations | AOI during an interval.

Number of fix- The number of fixations occurring in an AOI Count
ations during an interval.

Time to first fix- The time to the first fixation inside an AOI dur- Milliseconds
ation ing an interval.

Duration of first fix{ The duration of the first fixation inside an AOI Milliseconds
ation during an interval.

Last AOIl viewed | The last AOI fixated during an interval.

AQI at interval The AOI fixated at the end of an interval.

end

Average pupil dia-| The total duration of the Visits inside an AOI Milliseconds
meter during an interval.
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AOI fixation metrics (Binning turned on)

Metric name Description Format

Fixation hit Any fixation hits inside an AOlI, indicated by 1/0, for Binary
each bin.

Total duration of | The total duration of the fixations inside an AOI during Milliseconds
fixations abin.
Number of fix- The number of fixations inside an AOI that starts in the Count
ation starts bin.
Average pupil The average pupil diameter of all fixation samples in an Millimeters
diameter AOl in a bin.

AOI fixation metrics (exclude partial fixations)

These metrics exclude fixations that don’t fulfill the criteria for whole fixations (see previous sec-
tion).

Metric name Description Format
Total duration of whole | The total duration of the fixations inside an Milliseconds
fixations AOI during an interval.

Average duration of The average duration of the fixations inside Milliseconds
whole fixations an AOI during an interval.

Minimum duration of The duration of the shortest fixation inside Milliseconds
whole fixations an AOI during an interval.

Maximum duration of The duration of the longest fixation inside an Milliseconds
whole fixations AOI during an interval.

Number of whole fix- The number of fixations occurring in an AOI Count
ations during an interval.

Time to first whole fix- The time to the first fixation inside an AOI Milliseconds
ation during an interval.

Duration of first whole fix; The duration of the first fixation inside an Milliseconds
ation AOI during an interval.

Average whole fixation | The average pupil diameter of all whole fix- Millimeters
pupil diameter ation samples in an AOI in this interval.

AOI fixation metrics (exclude partial fixations) (Binning turned on)

Metric name Description Format
Whole fixation hit Any fixation hits inside an AOI, indicated by 1/0, for Binary
each bin.
Total duration of The total duration of the fixations inside an AOI dur- Milliseconds
whole fixations ing a bin.
Number of whole fix- | The number of fixations inside an AQI that starts in Count
ation starts the bin.
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Metric name Description Format

Average whole-fix- The average pupil diameter of all whole-fixation Millimeters
ation pupil diameter | samples in an AOl in this bin.

AOI visit metrics

An AOlI visit corresponds to all the data between the start of the first fixation inside and AOI to the
end of the last fixation in the same AOI. From the first fixation inside the AOI until the last fixation
inside the AQI, all data is considered as part of the AOI visit (even saccades, blinks or invalid
gaze data).

AOI visit metrics allow you to measure statistics based on visits inside an AOI (e.g. calculating
revisiting rate of an AOI).

Metric name Description Format
Average whole fix{ The total duration of the Visits inside an AOI dur- Milliseconds
ation pupil dia- ing an interval.
meter
Total duration of | The total duration of the Visits inside an AOI dur- Milliseconds
Visit ing an interval.

Average duration | The average duration of the Visits inside an AOI Milliseconds
of Visit during an interval.
Minimum duration| The duration of the shortest Visit inside an AOI Milliseconds
of Visit during an interval.
Maximum dur- The duration of the longest Visit inside an AOI Milliseconds
ation of Visit during an interval.
Number of Visits | The number of Visits occurring in an AOI during Count
an interval.
Time to first Visit | Time in milliseconds to the first Visit inside an Milliseconds
AOI during an interval.
Duration of first The duration of the first Visit inside an AOI dur- Milliseconds
Visit ing an interval.

AOlI visit metrics (Binning turned on)

Metric name Description Format
Visit hit Any Visit hits inside an AOI, indicated by 1/0, for each Binary
bin.
Total duration of | The total duration of the Visits inside an AOI during a Milliseconds
Visit bin.
Number of Visit | The number of Visits inside an AOI that starts in the bin. Count
starts

AOI Glance metrics

All data is considered to be part of the AOI glance (even saccades, blinks or invalid gaze data)
from the first saccade leading into the AOI until the last fixation inside the AOI.
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Metric name Description Format
Total duration of The total duration of the Glances inside an Milliseconds
Glances AOI during an interval.

Average duration of | The average duration of the Glances inside Milliseconds

Glances an AOI during an interval.

Minimum duration of | The duration of the shortest Glance inside an Milliseconds

Glances AOI during an interval.

Maximum duration | The duration of the longest Glance inside an Milliseconds

of Glances AOI during an interval.

Number of Glances | The number of Glances occurring in an AOI Count
during an interval.

Time to first Glance | Time in milliseconds to the first Glance inside Milliseconds
an AOI during an interval.

Duration of first The duration of the first Glance inside an AOI Milliseconds

Glance during an interval.

AOI Glance metrics (Binning turned on)

Metric name Description Format
Glance hit Any Glance hits inside an AOI, indicated by 1/0, for Binary
each bin.
Total duration of | The total duration of the Glances inside an AOI during a Milliseconds
Glances bin.
Number of The number of Glances inside an AOI that starts in the Count
Glance starts bin.

AOI Click metrics
All AQOI Click metrics are based on the primary (left or right, depending on the Windows settings)
button clicks only. By default, it is most commonly the left button.

A mouse click itself is a combination of two events - MouseEvent Down & MouseEvent Up where
both have their timestamps and position. (Read for more
information.)There are two sets of metrics related to mouse clicks:

 Clicks: computed based on MouseEvent Down events only

» Clicks & Releases: takes both MouseEvent Down & MouseEvent Up events into account
Click & Release in Pro Lab counts only if both events spatially happened inside an AOI or a group
of AOlIs labeled by the same tag in case of AOI tag selection (even if MouseEvent Up and

MouseEvent Down events happened in two different AOls labeled by the same tag) and
MouseEvent Down event occurred in a TOl interval.

All Click & Release temporal (time) metrics are computed (in milliseconds)based on the
timestamp of the MouseEvent Down event.

Pro Lab User Manual v 1.181 128




The definition of "Clicks" changed in version 1.162. "Clicks & Releases" was called
simply "Clicks" in earlier versions.

Metric name Description Format
Number of mouse | The number of times the mouse button is pressed in an AOI Count
clicks during an interval.

Time to first The time to when the mouse button is pressed inside an AOI| Milliseconds
mouse click during an interval.

Time from first fix- | The time from the first fixation to the first time the mouse but{ Milliseconds
ation to mouse ton is pressed inside an AOI during an interval.

click

Number of mouse | The number of times the mouse button was both pressed Count
clicks & releases | and released in the same AOI during an interval.

Time to first The time to when the mouse button is pressed inside an AOI| Milliseconds
mouse click & during an interval. This metric requires the mouse button is

release also released inside the same AOI.

Time from first fix- | The time from the first fixation to the first time the mouse but{ Milliseconds
ation to mouse ton is pressed inside an AOI during an interval. This metric

click & release requires the mouse button is released inside the same AOI.

AOI Click metrics (Binning turned on)

Metric name Description Format
Click hit Any mouse click (button is pressed) hits inside an AOlI, Binary
indicated by 1/0, for each bin.
Number of The number of times the mouse button is pressed in an Count
mouse clicks AOI during a bin.

AOI saccade metrics

AOIl saccades are saccades that start, end, or are within an AOI. AOI saccade metrics let you
measure statistics based on saccades within an AOI. You can get general indicators on the velo-
city, amplitude and direction of these saccades.

Metric name Description Format
Number of sac- The number of saccades occurring in an AOI during an Count
cades in AOI interval.

Time to entry sac- | The duration until the start of the first saccade that Milliseconds
cade ends in an AOI during an interval.

Time to exit sac- The duration until the start of the first saccade that Milliseconds
cade exits an AOI during an interval.

Peak velocity of The peak velocity of the first saccade that ends in an Degrees/second
entry saccade AOI during an interval.

Peak velocity of exit| The peak velocity of the first saccade that exits an AOIl | Degrees/second
saccade during an interval.
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AOI reading metrics

AOI reading metrics are only available for text stimuli and are AOl-based metrics on Automatic
AOQls, generated for a text stimulus.

These metrics follow the writing system order. AOI1 comes before AOI2 which comes before
AOQI3, etc. (This determines the occurrence of regressions, progression, and skipping). Metrics for
AOIn are computed using other AOls as well (AOIn-2, AOIn-1, AOIn+1). The AOI selection
determines what gets displayed in the data but if the calculations use the data from adjacent AOls
(even if they are not selected), the calculations will still be correct.

AOls have 3 different levels and all reading metrics are level dependent. Reading metrics on dif-
ferent level AOls are computed independently from each other. Several Automatic reading-
related AOIs can exist at the same time (with their own AOI order):

e Character AOls

 Word AOls

e Sentence AOIs

Reading metrics are based only on fixations.

» Aregression/progression is determined if there is a fixation afterwards on an area of
interest with a respective lower/higher index of the same level (Word, Character, Sentence)
regardless of the direction of the saccade itself.

« [f the trial/interval ends in the middle of a saccade that would have resulted in a fixation in a
regressive position, it will not count as a regression.
Non-AOI data is ignored.
» Fixations landing outside of text AOls are disregarded, and will not contribute to any met-
rics calculation, nor terminate any metric calculation.

» Afixation in an AOI, followed by a fixation outside of it, and then followed by a fixation
inside the AOI again, will be equivalent to having two fixations in the AOI directly followed
by each other. Both fixations in the AOI will count as part of the same pass.

Metric name Description Format

Character index Index of character-level AOl inside its word- Position
level AOL.

Word index Index of word-level AOI inside its sentence- Position
level AOI.

Sentence index Index of sentence-level AOl inside this text Position
stimulus.

AOI string Text string contained in an AOI.

Text unit type Type of text unit: character, word, sentence,
or custom.

Number of units Number of units. Count
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fixations during an interval.

First-pass first fixation| The duration of the first fixation during first- Milliseconds
duration pass inside an AOI during an interval.
First-pass duration The total duration of the fixations during first- Milliseconds
pass inside an AOI during an interval.
Selective regression- | The total duration of the fixations from first fix Milliseconds
path duration® ation in this area of interest until a fixation
occurs in an area of interest progressive to
this one, during an interval.
*Previously called "Go-past duration”
First pass regression | Indicates whether the reader exits the AOI Boolean
with a regression (1) or reads on pro-
gressively (0) during an interval.
Total duration of fix- | The total duration of the fixations inside an Milliseconds
ations AOI during an interval.
Regression-path dur- | The total duration of the fixations from first fix- Milliseconds
ation ation in this area of interest until a fixation
occurs in an AOI progressive to this one,
including fixations in regressive AQlIs, during
an interval.
Re-reading duration | Regression path duration excluding first pass Milliseconds

Use this format when you want to analyze individual events during a trial or interval. Each fixation
will generate a row in the report and the selected metrics will be shown as columns. Just like the
, itis formatted to be easy to import and analyze in statistical analysis soft-

ware.
General
Metric name Description Format
Recording name Recording name
Participant Participant
Participant vari- Variable value, or values, of the participant. One column for
ables each participant variable.
Timeline name Timeline name
TOI The name of the current Time of Interest.
Interval The interval number of the current TOl interval.
Bin duration The duration of the current bin. Milliseconds
Media The name of the media presented to the participant.
Stimulus variables | Stimulus variable value or values of the stimulus. One
column for each Stimulus variable.
AOI Tags® The name or names of Tags connected to the AOI. One
column for each Tag group and one for Ungrouped tags.

*AOI Tags is not available when binning is turned on
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Event properties

These properties are shared for all events types that are covered by the event-based metrics. Cur-
rently, only fixations are supported.

Metric name Description Format
Eventtype | The type of event of the current row. Fixation;
Saccade
Validity The validity of the event of the row, either whole or partial. Partial;
Whole
Eventindex | Represents the order of the events in the current TOl interval. The Position
index is an auto-increment number starting with 1 for each event
type.
Start The start time counted from current TOI interval start. Milliseconds
Stop The stop time counted from current TOl interval start. Milliseconds
Start bin The bin the event starts in. Count
Stop bin The bin the event stops in. Count
Duration The duration of the event. Milliseconds
Event properties (Binning turned on)
Metric name Description Format
Eventtype | The type of event of the current row. Fixation;
Saccade
Validity The validity of the event of the row, either whole or partial. Partial;
Whole
Eventindex | Represents the order of the events in the current TOl interval. The Position
index is an auto-increment number starting with 1 for each event
type.
Start The start time counted from current TOl interval start. Milliseconds
Stop The stop time counted from current TOI interval start. Milliseconds
Start bin The bin the event starts in. Count
Stop bin The bin the event ends in. Count
Duration The duration of the event. Milliseconds
Fixation properties
Information specific to each fixation as well as to the general event properties.
Metric Description Format
name
AOI The name of the AOI (s) which the current fixation hits.
AOl pro- The proportion of the fixation that occurs within the AOI.
portion
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Metric

Description Format
name
Fixation The normalized horizontal and vertical coordinate of the fixation Normalized
point point. coordinates
(DACS)
Average The average size of the pupil of the fixation. Note: If the fixation is Millimeters
pupil size | cut by TOl interval borders, only the gaze samples within the TOI
are included.
Fixation properties (Binning turned on)
Metric Description Format
name
AQI The name of the AOI (s) which the current fixation hits.
AOI pro- The proportion of the fixation that occurs within the AOI.
portion
Fixation The normalized horizontal and vertical coordinate of the fixation Normalized
point point. coordinates
(DACS)
Average The average size of the pupil of the fixation. Note: If the fixation is Millimeters
pupil size | cut by TOI interval borders, only the gaze samples within the TOI
are included.
General
Metric name Description Format
Recording name | Recording name
Participant Participant

Participant vari-

Variable value or values of the participant. One column for each par-

ables ticipant variable
TOI The name of the current Time of Interest.
Interval The interval number of the current TOl interval.

Interval metrics

Metric name Description Format
Duration of The duration of all time Intervals for each Time of Seconds
interval Interest, with averages, medians, sums, counts, vari-

ances and standard deviations (n-1).
Start of interval| The start time of all time Intervals for each Time of Seconds

Interest, with averages, medians, counts, variances,
and standard deviations (n-1).
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Event metrics

Events can also be used in measures. Event metrics allow you to measure behavior and calculate
statistics based on your event coding scheme.

Metric name Description Format
Number of The number of Events, including Custom Events and Count
Events Logged live Events, for each Time of Interest, with

averages, medians, counts, variances, and standard

deviations (n-1). Descriptive statistics only include

recordings where Events occur.
Number of The number of Events, including Custom Events and Count
Events Logged live Events, for each Time of Interest, with
(include zer- averages, medians, counts, variances, and standard
oes) deviations (n-1). Descriptive statistics also include

recordings where no Events occur.
Time to first The time to first Event, including Custom Events and Seconds
Event Logged live Events, for each Time of Interest, with

averages, medians, counts, variances, and standard

deviations (n-1).

AOI fixation metrics

AOlI fixations correspond to fixations that fall within an AOI. The fixations are defined based on the

gaze filter you use (e.g. if you use the Raw gaze filter, every valid eye tracking sample is a fix-

ation). AOlI fixations metrics allow you to measure statistics based on the fixations within an AOI.
They present as an interval (or an occurrence) of the TOI in separate rows in the exported spread-

sheet.

Metric name Description Format
Total duration | The total time each participant has fixated each AOIl on Seconds
of fixation in all Media, with averages, medians, sums, variances,

AQI and standard deviations (n-1); the share of total time
spent in each AOI out of all AOls; and the percentage
of Participants that fixated within each AOI at least
once. Descriptive statistics only based on Recordings
with fixations within the AQIs.
Total duration | The total time each participant has fixated each AOIl on Seconds

of fixation in
AOI (include
zeroes)

all Media, with averages, medians, sums, variances,
and standard deviations (n-1); the share of total time
spent in each AOI out of all AOls; and the percentage
of Participants that fixated within each AOI at least
once. Descriptive statistics also include Recordings
with 0 fixations within the AQOls.
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fixation in AOI

Media, with averages, medians, counts, variances,
standard deviations (n-1) and Recording durations.

Metric name Description Format
Average dur- | The average duration of the fixations within each AOI Seconds
ation of fixation| on all Media, with averages, medians, variances, and
in AOI standard deviations (n-1); the total Time of Interest and

Recording durations.
Number of fix- | The number of fixations within each AOI on all Media, Count
ations in AOI with averages, medians, sums, variances, and stand-

ard deviations (n-1); the percentage of Participants that

visited each AOI at least once; total number of fixations

within the Time of Interest; and the total Time of

Interest and Recording Durations. Descriptive statistics

only based on Recordings with fixations within the

AOls.
Number of fix- | The number of fixations within each AOI on all Media, Count
ations in AOI with averages, medians, sums, variances, and stand-
(include zer- ard deviations (n-1); the percentage of Participants that
oes) visited each AOI at least once; total number of fixations

within the Time of Interest; and the total Time of

Interest and Recording Durations. Descriptive statistics

also include Recordings with O fixations within the

AOls.
Time to first fix-{ The time to first fixation for each AOI on all Media, with Seconds
ation in AOI averages, medians, counts, variances, standard devi-

ations (n-1) and Recording durations.
Duration of first| The duration of the first fixation for each AOI on all Seconds

AOI Visit metrics

An AOlI visit corresponds to all the data between the start of the first fixation inside and AOI to the
end of the last fixation in the same AOI. From the first fixation inside the AOI until the last fixation
inside the AQI, all data is considered as part of the AOI visit (even saccades, blinks or invalid

gaze data).

AOI visit metrics allow you to measure statistics based on visits inside an AOI (e.g. calculating
revisiting rate of an AQI).

Metric name

Description

Format

Total duration
of Visit

The total time each participant has visited each AOI on
all Media, with averages, medians, sums, variances,
and standard deviations (n-1); the share of total time
spent in each AOI out of all AOIs; and the percentage
of Participants that visited each AOI at least once.
Descriptive statistics are only based on Recordings
with fixations within the AOls.

Seconds
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its (include zer-
oes)

averages, medians, variances, and standard devi-
ations (n-1); and the percentage of Participants that fix-
ated within each AOI at least once. Descriptive
statistics also include Recordings with O fixations within
the AQOIs.

Metric name Description Format
Total duration | The total time each participant has visited each AOl on Seconds
of Visit (include| all Media, with averages, medians, sums, variances,
zeroes) and standard deviations (n-1); the share of total time

spent in each AOI out of all AOls; and the percentage

of Participants that visited each AOI at least once.

Descriptive statistics also include Recordings with O fix-

ations within the AOls.
Average dur- | The average duration each participant has visited each Seconds
ation of Visit AOI on all Media, with averages, medians, sums, vari-

ances, and standard deviations (n-1).
Number of Vis-| The number of Visits within each AOI on all Media, with Count
its averages, medians, variances, and standard devi-

ations (n-1); and the percentage of Participants that fix-

ated within each AOI at least once. Descriptive

statistics only based on Recordings with fixations

within the AOls.
Number of Vis-| The number of Visits within each AOI on all Media, with Count

AOI Click metrics

One click is defined as the combination of when the participant presses the primary (left or right)
but- ton of the mouse, and when he or she releases it again.

Metric name Description Unit
Number of The number of times the mouse button is both pressed Count
clicks & and released within each AOI on all Media, with aver-
releases in ages, medians, variances, and standard deviations (n-

AOI 1); and the percentage of Participants that clicked
within each AOI at least once. Descriptive statistics only
based on Recordings with fixations within the AOls.

Number of The number of times the mouse button is both pressed Count
clicks & and released within each AOI on all Media, with aver-
releases in ages, medians, variances, and standard deviations (n-

AOI (include 1); and the percentage of Participants that clicked
zeroes) within each AOI at least once. Descriptive statistics also
include Recordings with 0 clicks within the AQls.
Time to first The time to first mouse button is pressed for each AOI Seconds
click & release | on all Media, with averages, medians, counts, vari-
in AOI ances, standard deviations (n-1) and Recording dur-
ations. This metric requires the mouse button is also
released inside the same AOI.
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Metric name

Description

Unit

Time from first
fixation to
mouse click in
AOI

The time from first fixation to next time the mouse but-
ton is pressed for each AOI on all Media, with averages,
medians, counts, variances, standard deviations (n-1),
Recording durations and the percentage of Participants

that fixated and then clicked within each AOI at least
once. This metric requires the mouse button is also
released inside the same AOI.

Seconds

GSR metrics

SCRs can be generated as a response to an specific event (e.g., visual stimulus or unexpected
question) known as event-related SCR (ER-SCR). ER-SCRs are the most common measure
used in research to relate changes in emotional arousal to a specific stimuli. A good stimulus
design that allows enough time between stimuli is necessary to avoid uncertainties about which
stimulus caused a specific ER-SCR.

Metric Description Unit
name
GSR Aver- | The average galvanic skin response (GSR) signal, after Microsiemens
age filtering, for each Time of Interest, with averages, medi-
ans, and counts for each participant.
ER SCR The amplitude of each event related skin conductance Microsiemens
Amplitude | response (ER-SCR), for each Interval in Time of
Interest, with mean amplitudes, mean magnitudes,
response frequencies, and counts for each participant.
Time of Interest intervals that does not have an ER-SCR
are shown with the symbol "---". ER-SCRs are cal-
culated using filtered GSR data.
SCR Count| The number of skin conductance responses (SCRs), for Number
each Interval in Time of Interest, with averages, medi-
ans, counts, variances, and standard deviations (n-1).
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11 Data export

Gaze filter selection is applicable for eye tracking data only. These settings do not
affect the GSR data export.

1. Click the Data Export button, either in the Project Overview section or select it form the
Analyze drop-down menu in the top navigation.

2. Select which Gaze Filter you want to apply to the data you will export. For more information
about Gaze Filters, read

» Select the data you want to include in the Data Selection section of the tool on the
right of the interface.

» Under Recordings, you can select to export data from All Recordings or only
the recordings of your choice.

Click on the triangle next to the checkbox to see all available recordings.

» Under Times of Interest, you can select to export data metrics from the com-
plete recordings (selected above) or data only from selected TOls. To simplify
the selection, you are presented with two groups of TOI data: Media gaze data,
where automatically-created TOls, based on when Snapshots or images were
active, are presented, and Recording gaze data, where your custom TOls are
listed. In the Media gaze data list, each image or Snapshot associated with the
project is listed and, for each of them, you can also select TOls which include
data from when they were active. Click the triangle next to the checkbox by
each group to see and select the individual TOls.

» Under Areas of Interest, you can choose to export data relating to all, or just
some, of the AQIs created in the project.

3. Click the Export button at the top right of the interface. A file browser appears.

4. Locate the folder you want to save the file in. In the File name field, enter a file name for
your export.

5. Click Save.

Exports from Data Export are saved in a tab-separated values file (.tsv) that follows the Unicode
standard. The *.tsv output file contains columns. Each column contains data of a type given by
the data type name found in the top row for the corresponding column. All data types are
described in the tables in . Images and Snapshots have a set of their own
columns with information about the image or Snapshot itself and the gaze data mapped to it.
Thus, each added image or Snapshot produces additional columns in the output file. The same is
true for Areas of Interest, where each AOI will get its own column in the Data Export.
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All rows in a Data Export file have a Recording Timestamp value (except the first row, which con-
tains the column data type name). You can choose whether the timestamp shows milliseconds or
microseconds. The timestamp starts at zero at the beginning of each recording.

Since all recorded eye gaze data samples are recorded in a sequence, all eye gaze data points in
a recording will have different timestamps. However, some Events may have the same timestamp
as eye gaze data points and others may have timestamps between two eye gaze data point
timestamps.

Gaze data points and Events have their own rows in the export file so the relationship between
the number of rows and time is not linear. Instead, timestamps must be used when plot-
ting/charting eye gaze data from a Data Export file.

In a Data Export file, you will also have a Computer Timestamp value. The tables in
list the type of information and data types available for export from Pro Lab. Each type
has its own column in the Data Export output file.

Read more about timestamps in and

For screen-based recordings (including scene camera and external presenter), the Computer
timestamp column contains the value of the win32 clock "QueryPerformanceCounter”" (QPC) in
microseconds. This means that if other software running on the same computer collects data, and
this data is timestamped with QPC, the data can be synced with the data recorded in Pro Lab.

This is the same clock provided by Tobii Pro SDK.

For Pro Glasses 2 recordings, the Computer timestamp value comes from the internal clock of the
recording unit and not the computer running Pro Glasses 2 controller application. This clock starts
when the recording unit is booted. It is not possible to use this clock for synchronization of other
data sources.

For Pro Glasses 3 recordings, the Computer timestamp value comes from an internal clock that is
initialized when the recording is started, so the value will be identical to the Recording
Timestamp.

The following tables list the data types and information available for export from Pro Lab. Each
type has its own column in the Data Export output file.

Screen [Glasses | Scene | External
Data name Description Format project| project (Camera |Presenter
project | project
Project Project name Text ) ° ° °
name
Export date | Date when the Data Export| YYYY-MM- DD ° ° ° °
is done.
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Screen |Glasses | Scene | External
Data name Description Format project| project (Camera |Presenter
project | project

Participant | Participant name Text ° ° ° °
name
Participant | Variable value or values of | Text ° ° ° °
variables the participant.
Recording | Recording name Text ° ° ° °
name
Recording | Date when the Recording | YYYY-MM- DD ° ° ° °
date was performed in this time

zone.
Recording | Date when the Recording | YYYY-MM- DD ° ° ° °
date UTC [ was performed in UTC.
Recording | Starttime of the Recording | HH:MM: ° ° ° °
start time in this time zone. SS:FFF
Recording | Start time of the Recording | HH:MM: ° ° ° °
start time in UTC format SS:FFF
uTC
Recording | Total duration of the record{ Milliseconds ° ° ° °
duration ing
Timeline Name of the Timeline used | Text ° °
name during the Recording.
Recording | The name of the Fixation | Text ° ° ° °
Fixation fil- | Filter applied to the Re-
ter name cording eye tracking data

in the export.
Recording | The version of the software| Text ) ° °
soft- ware | used to make the Record-
version ing.
Recording | Screen resolution used dur{ Pixels ° ° °
resolution | ing the Recording.
Recording | The monitor latency setting| Milliseconds ° °
monitor for the Recording. Stimulus
latency start and end Event

timestamps have been off-

set by this number to

account for the monitor

latency.
Calibration | Average accuracy and pre-| Millimeters, ) ° °
results cision of calibration. degrees and

pixels.

Validation | Average accuracy and pre-| Millimeters, )
results cision of validation. degrees and

pixels.
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Screen |Glasses | Scene | External
Data name Description Format project| project (Camera |Presenter
project | project
Eye tracker | The Recording timestamp | Microseconds | e ° °
timestamp | in the eye tracker clock.
Event Name of the Event. Text
Event value| The event value. Text
_— .. _|Screen |Glasses Scene | External
Data name Description Format/Units : . Camera |Presenter
project| project . .
project | project
Gaze point | Raw gaze coordinates for Pixels ° °
2D each eye individually. (DACS)
Gaze point | Raw gaze coordinates for Pixels (MCS) ° °
2D both eyes combined.
Gaze point | The vergence point of left Millimeters °
3D and right gaze vectors. (HUCS)
Gaze dir- The unit vector for the dir- Normalized ° ° °
ection ection of the gaze, for each | coordinates
eye individually. (DACS)
Gaze dir- The unit vector for the dir- Normalized °
ection ection of the gaze, for each | coordinates
eye individually. (HUCS)
Pupil pos- The 3D coordinates of the | Millimeters °
ition pupil position for each eye | (HUCS)
individually.
Pupil dia- Estimated size of the pupils.| Millimeters ° ° ° °
meter
Validity of Indicates if the eyes have Valid/invalid ° ° ° °
eye data been correctly identified.
Eye position | 3D position of the eyes. Millimeters ) ° °
(DACSmm) (DACS)
Gaze point | Raw gaze coordinates for | Millimeters ° °
2D each eye individually. (DACS)
(DACSmm)
Gaze point | Raw gaze coordinates for | Normalize ° ° °
(MCSnorm) | each eye individual onthe | coordinates
Media. (MCS)
Assisted Assisted mapping gaze Pixels (MCS) ° ° ° °
mapping point coordinates.
gaze point
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Screen |Glasses Scene | External
Data name Description Format/Units : . Camera |Presenter
project| project . ;
project | project
Manually Manually mapped gaze Pixels (MCS) ° ° ° °
mapped point coordinates.
gaze point
Mapped The combination of the Pixels (MCS) ° ° ° °
gaze point | manually and assisted
mapped gaze point coordin-
ates. Manual mapping over-
rides assisted.
Assisted Similarity score of assisted | Normalized ° ° ° °
mapping mapping gaze points.
gaze point
score
Scene |External
_— .._|Screen |Glasses
Data name Description Format/Units ; - Camera [presenter
project| project . !
project | project
Presented | The name of the Stimulus Text ) °
Stimulus being presented to the Par-
name ticipant.
Presented | The name of the Media Text ° °
Media name | presented to the Participant.
Recording | The name of the Recording | Text °
Media name | Media.
Presented | The dimensions of the Media| Pixels ) °
Media as presented on the screen
dimensions | to the Participant, including
any scaling set in the Stim-
ulus properties.
Recording | The dimensions of the Pixels )
Media Recording Media.
dimensions
Presented | The position of the Media on | Pixels ° °
Media pos- | the screen. The value rep- (DACS)
ition resents the positions of the
top left corner of the Media in
relation to the top left corner
of the screen.
Original The original size of the Media| Pixels ° °
Media presented to the Participant.
dimensions

Pro Lab User Manual v 1.181

142




Scene |External
- .._|Screen |Glasses
Data name Description Format/Units . . Camera [presenter
project| project . .
project | project
Media The original size of the Snap-| Pixels ° ° ° °
dimensions | shot.
Screen |Glasses Scene | External
Data name Description Format/Units : . Camera |Presenter
project| project . .
project | project
Mapped eye | Type of eye movement | Fixation ° ) ° °
movement | event classified by the Saccade
type selected Fixation filter for| Unclassified
mapped gaze data. EyesNotFound
Mapped eye | Represents the orderin | Number ° ° ° °
movement | which an eye movement
type index | was recorded for mapped
gaze data. The index is
an auto-increment num-
ber starting with 1 for
each eye movement
type.
Mapped fix- | Mapped fixation point. Pixels (MCS) ° ° ° °
ation point | This column is affect by
the settings of the Fix-
ation Filter.
Eye move- | Type of eye movement | Fixation ° ° ° °
ment type event classified by the fix] Saccade
ation filter settings Unclassified
applied during the gaze | EyesNotFound
data export.
Gaze event | The duration of the cur- | Milliseconds ° ° ° °
duration rently active eye move-
ment.
Eye move- | Represents the orderin | Number ° ) ° °
ment type which an eye movement
index was recorded. The index
is an auto-increment nums
ber starting with 1 for
each eye movement
type.
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Screen |Glasses Scene | External
Data name Description Format/Units . . Camera |Presenter
project| project . ;
project | project
Fixation Coordinates of the fix- Pixels (DACS) ° ° ° °
point ation point. This column
is affected by the settings
of the Fixation Filter.
Fixation Coordinates of the fix- Normalized ° °
point ation point on the Media. | coordinates
(MCSnorm) (MCS)
AOI hit Reports whether the AOI | Number ° ° ° °
is active and whether the
fixation is located inside
of the AQOI: -1 = AOI not
active; 0 = AOI active, the
fixation is not located in
the AOI; 1 = AOI active
and the fixation is located
inside of the AOI; empty
cell indicates that the
media of the AOI was not
visible.
Screen |Glasses Scene External
Data name Description Format/Units : . Camera
Project| project . presenter
project
Browser cli- | The position of a web Pixels o
ent area pos{ browser’s client area onthe | (DACS)
ition screen. The value represents
the position of the top left
corner of the client area in
relation to the top left corner
of the screen.
Viewport The position of the visible Pixels o
position area of aweb page. The
value represents the position
of the top left corner of the
visible area of a web page in
relation to the full web page
size.
Viewport The dimensions of the visible| Pixels o
dimensions | area of a web page.
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Scene

Data name Description Format/Units Scr(_aen Glas_ses Camera External
Project| project . presenter
project
Full page The full size of the web page.| Pixels °
size Limited by 5000 px hori-
zontally and 15000 px ver-
tically.
Scene |External
_ . Screen |Glasses
Data name Description Format/Units . . Camera [presenter
project | project . .
project | project
Mouse The position of the | Pixels (DACS) °
position mouse.
Gyro Rotation along the | Degrees/second )
X,Y and Z axes. (HUCS)
Accelerometer | Acceleration along | Meters/second”2 )
the X, Y and Z axes. | (HUCS)
Magnetometer | Magnetic field along | Microteslas °
the X, Y and Z axes. | (HUCS)
Galvanic skin | The raw galvanic Microsiemens ° ° °
response skin response signal
(GSR) of the Participant.

The Pro Lab Output Format (plof) exports all data in a machine-readable format. The main goal
for this format is to enable third-party software and researchers an easy and robust import of Tobii
Pro eye tracking data. All data stored in Pro Lab can be exported, including raw eye tracking data,
eye movement data, manual event coding data, stimulus information data, areas of interest data,
raw GSR data and GSR events.

For more detailed information about plof, request the “Tobii Pro Lab Output Format Reference
guide” from Tobii Pro Sales.
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Appendix A  Keyboard shortcuts

Action Keyboard shortcut
Open selected recording Enter
Rename selected recording F2
Delete selected recording Delete

Action Keyboard shortcut
Select parent element Backspace
Expand selected element Enter
Remove selected element Delete
Copy Ctrl+C
Paste Ctrl +V
Remove cut elements from clipboard | Esc

Action Keyboard shortcut

Stop recording Esc

erator view / participant screen)

Calibrate current point (in calibration mod- Space

Action Keyboard shortcut
Reload Ctrl + R or Delete
Reload (in browser) Refresh button (in browser)
Stop Esc
Back (in browser) Back button (in browser)
Forward (in browser) Forward button (in browser)

Action Keyboard shortcut
Play / Pause Space
Confirm automapped point C
Clear current selection Esc
Delete mapped fixation Delete
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drawing)

Action Keyboard shortcut
Rename AOI F2
Go to next frame F*
Go to previous frame B
Delete AOI Delete
Abort tool Esc
Undo Ctrl+Z
Redo Ctrl+Y
Go to next key-frame Ctrl+F
Go to previous key-frame Ctrl+B
Select all Ctrl+ A
Copy AOls Ctri+C
Cut AOls Ctrl+ X
CutAOls Shift + Delete
Paste AOls in center of viewport Shift + Insert
Paste AOls in center of viewport Ctrl+V
Select AOI width edit box W**
Select AOI height edit box H
Zoom tool Z
Pan tool Space
Select AOI tool S
Select AOI vertex tool Vv
Draw polygon tool P
Draw ellipse tool E
Draw rectangle tool R
Constraint proportional mode (while | Shift

* Moving to the next and previous frames in AOI tool only works when hovering mouse over the

time bar

** Edit box selection in AOI tool only works when no other edit box is currently being edited
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Appendix B Coordinate systems and data
mapping

Pro Glasses 2 and Pro Glasses 3 use the intersection of the gaze vectors from the two
eyes to calculate the distance at which the participant is looking. If the eye tracker
loses tracking for one of the eyes, it will continue using the last known distance until it
gets gaze data from both eyes again.

[ Display Area Coordinate System (DACS) —— _  ©0.00

—_— Y i

| Stimuli Area } Q
______________________ @L GazePoint (x, y. (z=0))
’Gaze direction (x, y. Z) | - I -

N

‘4 Eye Tracker |

k-

} Eye position (x, y. Z)

Figure 19. Display Area Coordinate System (DACS)

When working in a Screen project, the data is mapped onto what is seen on the screen.

DACS is a 3D coordinate system with its origin in the top left corner of the screen (stimuli area)
with Y pointing downwards. (A coordinate that is lower on the screen will have a higher Y-value).
This may feel unintuitive for a 3D coordinate, but it is common in screen-based coordinate sys-
tems. It is oriented so that it is aligned with the plane of the screen, so any coordinate on the
screen will have its z-coordinate equal to zero. Gaze points, eye positions, and gaze directions
are all available in DACS. The 3D coordinates for gaze point and eye position are expressed in
millimeters. Screen positions in pixels or normalized coordinates can easily be translated to
DACS 3D coordinates. The User Coordinate System in Tobii eye trackers uses this during the
screen setup of the eye tracker. The screen setup defines the three corners of the screen in UCS
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coordinates (ULLLUR, Upper Left, Lower Left and Upper Right). This data is then used by Pro
Lab to transform UCS coordinates into DACS coordinates.

Media Coordinate System (MCS)

(0, 0) X

Recording Screen ‘
»»»»»»»»»» / V-Y g \
____________ {. 4 Gaze point (x, y)

" Eye Tracker ]

Figure 20. In a Screen project, the data is mapped onto what is seen on the screen.

When media is presented on the screen, it typically extends over a portion of the screen. Pro Lab
keeps track of exactly where on the screen the media is displayed and transforms coordinates
(gaze points, mouse cursor positions) from DACS (the entire screen) to media coordinates
(MCS). MCS coordinates are either in pixels (media pixels, not necessarily screen pixels) or nor-
malized in order to be comparable between recordings. If the same media was displayed on two
different screens, with “fit to screen” scaling, both pixel coordinates and normalized coordinates
can still be compared and the same coordinate will always refer to the same position on the
media. Origin in MCS is the top left corner of the media. Y is pointing downwards.

When eye tracking is done in a real-world environment (scene camera projects), what is seen by
the study participant is filmed using a scene camera. When viewing the recording, the gaze data
is mapped from the coordinate system of the eye tracker to the 2D coordinate system of the
scene camera video.
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/Media Coordinate System (MCS)

The video captured by the scene camera

\ "
l/o OIS

[ Eye Tracker ]

Figure 21. Scene Camera Projects and the Media Coordinate System (MCS)

In scene camera recordings there is not necessarily a computer screen, but there is a surface that
the eye tracker is configured on which to map gaze. This could be a computer screen, but it could
also be a whiteboard on the wall, a flat surface on a table, or a virtual surface in the scene. If the
user is focusing on objects that are not in the plane of the configured surface, the eye tracking
data will be incorrect. In order to map gaze from this surface to the scene camera video, it is
important that the edges of the surface configured in the eye tracker are marked in the scene cam-
era video image. This allows Pro Lab to calculate a transformation (homography) from the DACS
coordinate system to the scene camera video (MCS). Since the scene camera video does not
have any physical dimensions and the homography only allows translation in 2D, coordinates in
MCS can only be provided in relative coordinates or pixels.
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|, Head Unit Coordinate System (HUCS) ‘

Left eye position (x, v, Z) |
L ye p Y.z |

Gaze point 3D (x. y, Z) |

( Right eye position (x, v, z) | ’

Right gaze direction (x, y, ) ‘

/ Left gaze direction (x, y, z) \

Figure 22. Head Unit Coordinate System (HUCS)

Just like for screen-based trackers, the glasses measures everything in a 3D coordinate system.
Eye position and gaze vectors are calculated from the eye images using a 3D eye model that
gives positions and angles in a coordinate system with its origin in the center of the scene cam-
era.

The gaze point is calculated as the vergence point between the two gaze vectors. This means
that there can be only one 3D gazepoint even though both eyes are tracked. This is because the
eye tracker has no way of knowing how far away (or close) you are looking. A screen-based eye
tracker uses the intersection of the screen plane and the gaze direction, but in glasses, there is no
known screen plane. The user can be looking at his nose or at a mountain miles away. The ver-
gence point will indicate how far away the user is looking (the error in distance is small at short dis-
tances and increases rapidly as the distance grows. The distance value can’t be used at
distances greater than a few meters.

Keep in mind that the coordinate system follows the orientation of the head unit. When the head
moves, the coordinate system moves with it. The eyes are typically located in approximately the
same position relative to the head unit, but gaze angles and gaze points typically change when
you turn your head (and keep your eyes fixed on a stationary object).
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’ Media Coordinate System (MCS) \ The video captured by the scene camera

Gaze point (x, y)

Figure 23. The glasses measures everything in a 3D coordinate system

In order to get a coordinate on the scene camera image, the 3D gazepoint is projected onto the
video surface using the camera parameters. This yields a 2D gazepoint in relative coordinates to
the video. In Pro Lab, this will be exported as MCS in pixels or relative coordinates. There is no
information about physical dimensions in the video.

The coordinate system for recorded data in a Glasses project is based on the scene camera
video in the Glasses, as seen in the picture below. When mapping data onto a Snapshot, a new
coordinate system is automatically created. The Media Coordinate System is based on the res-
olution of the Snapshot image, and its origin is located in the upper-left corner.

All gaze data point coordinates in the Data Export output file relating to gaze points are given in
pixels. To understand where a gaze point (xi, yi) is located on the scene camera video or on the
Snapshot, the size in pixels of the scene camera video or the Snapshot need to be taken into con-
sideration.

For detailed information about the scene camera resolution, please refer to the product descrip-
tion for your wearable eye tracker.

The width of a Snapshot can be derived from the Width [Snapshot Name] column in the Data
Export file. The height of a Snapshot can be derived from the Height [Snapshot Name] column in
the Data Export file.
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Recorded gaze point (xi,yi)
Mapped gaze point (xi,yi)

Scene Camera Video

Snapshot Image

Figure 24. The coordinate system for recorded data in a Glasses project is based on the scene camera video in the

Glasses
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Appendix C  Gaze Filter functions and
effects

During a recording, Tobii Pro eye trackers collect raw eye movement data points every 1.6 to 33
msec. (depending on the sampling data rate of the eye tracker). Each sample will, along with
other data, contain a timestamp and gaze coordinates. These coordinates can then be processed
further into fixations, which can be overlaid on a video recording of the stimuli used in the study or
used to calculate eye tracking metrics. This process is conducted by applying an eye movement
classification algorithm, or Gaze Filter, to the data.

The Raw data preset type in the Gaze Filter settings does not classify the gaze data into fixations,
saccades, or any other eye movement. This preset type only offers the possibility to apply three
data processing functions to the data: Gap fill-in (interpolation), Eye selection, and Noise reduc-
tion.

Pro Lab includes one built-in preset for the Raw Gaze Filter preset type. The default parameters
for this preset are defined below. If you wish to modify the filter settings for you project, select the
option “Create new Raw filter” from the Gaze Filter drop-down menu and change the appropriate
variables. Your custom settings will be saved as a new preset available in all parts of the applic-
ation.

The default parameters in the Raw Gaze Filter built in preset are:

» Gap fill-in (interpolation): Off
» Eye selection: Average
» Noise reduction: Off

The general idea behind an I-VT filter (Velocity-Threshold Identification Gaze Filter) is to classify
eye movements based on the velocity of the directional shifts of the eye. The velocity is most com-
monly given in visual degrees per second (°/s). If the velocity of the eye movement is below a cer-
tain threshold, the samples are classified as part of a fixation. If the velocity is above the
threshold, it is classified as a saccade.

The Tobii I-VT filter has been developed to work best in stationary situations, and the default val-
ues of the I-VT fixation filter parameters have been set to provide accurate fixation classifications
for the most common eye tracking use cases in stationary situations. However, depending on the
type of eye tracking study conducted, the settings in the I-VT filter can be adjusted to better suit a
particular study, to get finer grained fixation data, or to compensate for high levels of noise. The
data processing functions within the I-VT fixation filter are described in the sections below.

Pro Lab includes several presets for the Tobii I-VT filter. The default parameters for these are
defined below. If you wish to modify the filter settings for your project, select the option “Create
new I-VT filter” from the Gaze Filter drop-down menu and change the appropriate variables. Your
custom filter settings will be saved as a new filter available in all parts of the application.
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The I-VT fixation filter may fail to correctly classify all eye movement recorded with Pro
Glasses 2 and Pro Glasses 3 due to various factors. Read more about I-VT gaze filters
in the Learn & Support section of the Tobii Pro website

If accurate fixation and saccade data is required for your study, it is strongly recommended that
you always verify the performance of the fixation filter for your data.

For additional information about the fixation filters, please read the following white papers, which
can be found on our website:

» Tobii I-VT Fixation Filter — Algorithm Description
» Determining the Tobii |I-VT Fixation Filter's Default Values

The purpose of the Gap fill-in function is to fill in data where gaze data points are missing. For
example, this prevents a fixation in which a few samples are missing as being interpreted as two
separate fixations. This loss of gaze data can occur due to temporary interference of eyelashes or
other factors. In these cases, the data loss is usually limited to a short period of time, typically less
than 50 msec.

Data can also be lost due to other reasons, such as the participant blinking or looking away. This
kind of data loss usually results in data gaps longer than 100 msec. Losing data in these latter
cases may be perfectly fine for applications of eye tracking where visual attention is measured,
since participants do not see anything while blinking or looking away anyway.

In Pro Lab, you can control the limit of how large the gaps (in msec.) in gaze data are that should
be filled in by setting the parameter “Max gap length.”

Data is filled in the data gap through linear interpolation. Data points are added along a straight
line between neighboring valid data points. Interpolation is done for each eye separately.

The eye selection function enables you to choose to discard the gaze data collected from one of
the eyes (left or right) or to average the data from both eyes for fixation classification. The only set-
ting available for Glasses projects is Average, which makes an average of the position data from
the left and the right eye. If only one eye is detected, it uses the data from that eye.

All measurement systems, including eye trackers, experience noise. Noise can come from imper-
fections in the system setup, as well as from influences and interferences around the environment
in which the measurement takes place. In eye tracking research where the fixation is the eye
movement of interest, other minor eye movements, such as tremor and microsaccades, can also
be seen as noise. In the most basic form, I-VT filters calculate the velocity by multiplying the
change in position between two consecutive sample points. If the sampling interval is long, the
eye will have time to do quite large shifts of direction between two samples, which makes it easy
for the eye tracker to distinguish between real eye movements and noise. The higher the
sampling frequency, the smaller the eye movement will be between two consecutive samples ata
given eye velocity. Noise will therefore have a greater impact in a high frequency system even
though it has the same magnitude as in a low frequency system.
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The Moving Median noise reduction function is accessible using the Tobii |-VT fixation filter and
the Raw data filter.

The median noise reduction function is a symmetric Moving Median filter. It produces output data
by calculating the median value of the number of consecutive data points from the input data
series. The number of input data points used to produce each output data point is controlled by
the Window size parameter. Each produced output data point is given the timestamp of the input
data point that was in the center of the window: the median point of the input window (the window
size parameter must be an odd number). In cases where the window is not entirely filled with input
data points, no output data will be produced. Most often, this happens when the window is short of
data points due to the fact that the window stretches outside a data series with valid gaze or when
small fractions of data points are missing within the window. Typically, the window stretches out-
side a valid data series at the beginning and end of a blink or at the beginning and end of a record-
ing.

The loss of small fractions of data can occur as a result of temporary reflections, occlusions, etc.
This can partly be solved by using the Gap fill-in function.

All measurement systems, including eye trackers, experience noise. Noise can come from imper-
fections in the system setup, as well as from influences and interferences from the environment in
which the measurement takes place. In eye tracking research where the fixation is the eye move-
ment of interest, other minor eye movements, such as tremor and microsaccades, can also be
seen as noise. In the most basic form, I-VT filters calculate the velocity by multiplying the change
in position between two consecutive sample points. If the sampling interval is long, the eye will
have time to do quite large shifts of direction between two samples, which makes it easy for the
eye tracker to distinguish between real eye movements and noise. The higher the sampling fre-
guency, the smaller the eye movement will be between two consecutive samples at a given eye
velocity. Noise will therefore have a greater impact in a high frequency system even though it has
the same magnitude as in a low frequency system.

The Moving Average noise reduction function is accessible using the Tobii I-VT fixation filter and
the Raw data filter.

The Moving Average noise reduction function is a symmetric Moving Average filter. It produces
output data by creating an arithmetic mean of a number of data points from the input data. The
number of input data points used to produce each output point is controlled by the Window size
parameter. Each produced output data point is given the timestamp of the input data point that
was in the center of the window: the input median point (the window size parameter must be an
odd number). The window size is dynamically adjusted so that the window never stretches out-
side the valid data series.

The Velocity calculator function assigns an angular velocity (visual degrees/second) to each gaze
data point. Angular velocity refers to the angular velocity of the eyes relative to the stimuli.

To calculate the gaze velocity on a stimulus (e.g. a stimulus or a Snapshot), it uses three points:
the eye position and two gaze points on the stimulus. For a stationary stimulus, such as an image
when using a screen-based eye tracker, this is fairly straight forward, but, for data from a wear-
able eye tracker, it gets a little more complicated. When it comes to calculating the gaze velocity
when using a Snapshot and data mapped from a Pro Glasses 2 or Pro Glasses 3 recording, Pro
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Lab uses the Gaze Position 3D coordinates. The Velocity calculator function estimates the eyes’
angular velocity for each data point by dividing the angular difference between a preceding and a
subsequent data point with the time interval between them. The time interval is set by the para-
meter window length in the Velocity calculator function. The Velocity calculator will only produce
velocity output data if the entire window contains input data. This means that gaps in the input
data (like the ones caused by blinks) will result in larger gaps in the output data. The size of the
output gap will be equal to the input gap plus the number of data points included by the window
length parameter.

The |-VT fixation classifier is based on the I-VT (Velocity-Threshold identification fixation filter), as
described by Salvucci and Goldberg (Salvucci & Goldberg, 2000) and Komogortsev et. al.
(Komogortsev, Gobert, Jayarathna, Do Hyong Koh, & Gowda, 2010). It is a threshold function that
operates on eye tracking data where each data point has an assigned angular velocity. In Pro
Lab, angular velocity is assigned to eye tracking data in the Velocity calculator data processing
function, as described in the previous section.

The |-VT fixation classifier applies an angular velocity threshold on each data point. The threshold
value is given in degrees/second and is adjusted by setting the parameter Velocity threshold in
the Gaze Filter settings. Data points with angular velocity below the threshold value are classified
as being part of a fixation, and data points above are classified as being part of a saccade.

According to the |-VT fixation classifier, a fixation is an unbroken chain of raw data points all clas-
sified as fixation data points. If the velocity cannot be calculated for a raw data point, itis clas-
sified as an Unknown Eye Movement. The fixation coordinate is calculated as the arithmetic
mean value of the coordinates of the data points belonging to the specific fixation.

The purpose of the Merge adjacent fixations function is to merge fixations that have been incor-
rectly classified as multiple short fixations instead of the same, long fixation. Noise and other dis-
turbances can cause the |-VT classifier to incorrectly classify data points that should belong to a
fixation as not being part of it. This will split the fixation into multiple fixations, which are all located
close together. The Merge adjacent fixations function can be set to merge these multiple fixations
into one fixation.

The Merge adjacent fixations function has two threshold parameters:

» Max time between fixations defines the maximum time interval between separate fixations
that should be merged.

» Max angle between fixations defines the maximum visual angle of the eyes between sep-
arate fixations that should be merged.

The purpose of the Discard short fixation function is to remove classified fixations that you believe
have too short of a duration to be a meaningful fixation. These short fixations may result from
head-movements, post-saccadic oscillations, or as inter-saccadic intervals when one saccade
execution overrides another. If fixations are used in order to gauge in-depth processing of some
visual information, it may make sense to exclude short fixations. The Discard short fixation func-
tion can be used to reclassify an incorrectly classified fixation into an Unknown event. That is,

Pro Lab User Manual v 1.181 157



velocity-wise it is not a saccade, but duration-wise it is not a fixation either, consequently placing
it in this third category.

The parameter Minimum fixation duration sets the threshold of how short of a duration a fixation
can have to be classified as a “fixation.” All events belonging to fixations shorter than the
threshold value will be reclassified as Unknown events. The “Reclassify as saccade” functionality
will merge two saccades that are interrupted by an Unknown event. This can typically be useful
when exporting Glance or saccade metrics where saccades are terminated by such Unknown
events when transitioning into fixations. The data samples belonging to both the preceding sac-
cade, the Unknown event, and the succeeding saccade will all merge into a single saccade and
its saccade properties will be recalculated.

Pro Lab includes a few preset settings for the Tobii I-VT Gaze Filter. The default parameters for
these filters are defined below. If you wish to modify the filter settings for your project, select the
option “Create new I-VT filter” from the Gaze Filter drop-down menu and change the appropriate
variables. Your custom filter settings will be saved as a new filter available in all parts of the applic-
ation.

Tobii I-VT (Fixation)

This filter is suitable for controlled studies where only fixations and saccades are present in the
collected data. As with other velocity-based filters, this filter will not classify smooth pursuit and
VOR eye movements correctly. To calculate the gaze velocity for data mapped onto Snapshots,
this preset uses the Gaze Position 3D coordinates to calculate the true eye velocity.
» Gap fill-in (interpolation)
» Default: Disabled
» Eye selection
» Default: Average
* Noise reduction
» Default: Moving Median
» Window size: 3 samples
» Velocity calculator
» Default: window length 20 msec.
» [|-VT fixation classifier
» Default: Threshold 30 degrees/second
» Merge adjacent fixations
e Default: Enabled
» Max time between fixations: 75 msec.
» Max angle between fixations: 0.5 degrees
» Discard short fixations
o Default: Enabled
* Minimum fixation duration: 60 msec.
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Tobii I-VT (Attention)

The Attention Filter in Pro Lab is essentially the Tobii Pro IV-T Filter, with the velocity threshold
parameter set to 100 degrees/second instead of the default 30 degrees/second.

The Attention Filter was created to handle eye tracking data from glasses recordings, which are
conducted under dynamic situations, where either the subject is constantly moving or the objects
or targets are moving around the subject. In these situations, we use a large array of eye move-
ments to help us keep our fovea aligned with objects and other visual features in the environment
- fixations, saccades, smooth pursuits and VOR. (See our article “Types of Eye Movements” for
more information.)

We use the filter to separate the moments when we are trying to stabilize our fovea onto some-
thing (fixation, smooth pursuit and vestibular ocular reflex), thus potentially extracting information
from the location or object, from the moments the eyes are moving too fast to extract information
(saccades).

By setting the threshold to 100 degrees/second, we classify fixation, smooth pursuit and most
VOR data as “Attention”. However, we also classify 10-15% of saccades as “Attention” as well,
which means we overestimate “Attention” slightly.

Setting the IV-T Filter to the default setting of 30 degrees/second will result in underestimation of
the periods of “Attention” or information gathering, since quite a large portion of data belonging to
smooth pursuits and VOR periods will be classified as saccades.

When using the “Attention” filter, any fixation based AOI metrics will become “foveal S
time to first fixation will become “time to the first moment the fovea is stabilized on an
AOQI"

When mapping data onto a Snapshot with the |-VT fixation filter turned on, the replay window will
only display data points that were classified as fixation data. Taking the previous section into con-
sideration, the conclusion is that the replay will only display fixations if both the participant’s head
and the object being researched was still (or in a special case, the participant’s head and the
wearable eye tracker follow along with a moving object). To be sure to map all available data in all
circumstances, make sure you use a Raw Gaze Filter when mapping data onto Snapshots. The
Tobii I-VT (Attention) filter preset is suitable for situations where you only want to study attention
without separating any eye movements. This preset has the I-VT fixation classifier set to 100
degrees/second and will, in addition to classifying typical fixations, also classify most VOR (Ves-
tibulo-ocular reflex), smooth pursuit eye movements, and slow saccades as fixations.

Always make sure to double check mapped data by replaying the recording with the Snapshot
showing mapped data and the Gaze Filter set to Raw.
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Appendix D  Calculate heat maps

The Heat Map can be based on either fixation data or raw data, depending on whether you are
using one of the I-VT Gaze Filters or a Raw data filter. In both cases, data entries consist of a
timestamp, duration, and spatial location (X and Y coordinates). There are four different settings
for Heat Maps in Pro Lab:

» Absolute count: calculated by the number of fixations (or gaze data samples if using raw
data)

» Absolute duration: calculated by the duration of fixations (or gaze data samples if using
raw data)

* Relative count: calculated by the number of fixations relative to the total number of fix-
ations made by the participants in the Time of Interest (or gaze data samples instead of fix-
ations if using raw data)

» Relative duration: calculated by the duration of the fixations relative to the sum of all fix-
ation durations mapped in the Time of Interest on the Snapshot (or gaze data samples
instead of fixations if using raw data)

Eye tracking raw data is composed of fixation and noise data points. The noise includes eye
samples during saccades and other small fixation-related movements. A Heat Map based on raw
data will, therefore, contain more noise and show larger areas with high color value. When a Heat
Map is based on raw data, each entry corresponds to a raw gaze point from the eye tracker,
sampled every 1,6 to 33 msec. (depending on the sampling data rate of the eye tracker). Duration
values for each entry are constant as they are defined by the duration of the sampling interval.

When the input is based on fixation data, the eye tracker will group the raw data entries into fix-
ations, and the duration of each fixation depends on the Gaze Filter used to identify the fixations.
The input data will typically look like this:

Fixation: 1 Start: 132 msec. Duration: 132 msec. Location: (415,711)
Fixation: 2 Start: 264 msec. Duration: 735 msec. Location: (711,491)
Fixation: 3 Start: 999 msec. Duration: 101 msec. Location: (301,10)

The first step in creating a Heat Map is to map the fixations on the stimulus. This is done by going
through all the fixations in all selected recordings one by one and adding their values whenever a
fixation shares the same X and Y pixel location as another (see figures below). If Count is selec-
ted, Pro Lab adds the number of fixations at the same location. If Absolute duration is selected,
Pro lab instead sums the duration of all fixations in the same location. For Relative duration, the
duration of each fixation is divided first by the media viewing time and then added.
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Heatmap: Count Heatmap: Count
image image

{xy) pixels —0————— {x.y) pixels

Once all of the fixation values have been added together, color values are assigned to all the
points with the warmest color usually representing the highest value. However, the colors that are
used can be customized in the Heat Map settings.

Heatmap: Count

image

(x,y) pixels

The basic concept described in the previous chapter would result in a rather useless image, with
small colored dots distributed over the picture. Instead, the application sums up the color values
from all the points within a certain distance of the fixation location, and the color values gradually
decrease as we move away from the fixation point. This process ensures that the color dis-
tribution results in a more “smooth” Heat Map image and gives some biological relevance to the
color mapping.

The distribution of values around a fixation point is accomplished by using an approximation to

the Gaussian curve that is commonly used in 2D image processing, a cubic Hermite spline poly-
nomial (cspline). The specific function of the polynomial used is t2(3 2t) - represented by the blue
line in the graph below. (The orange line represents the fixation point and maximum color value.)
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The radius of the function can be adjusted in the Visualization Type and Settings tool, where the
option “Heat Map” is selected in a Visualization tab. The default value is set to 50 pixels, cor-
responding to a total kernel of 100 pixels.

Since the kernel is set in pixels, our Heat Maps are dependent on screen or scene camera video
resolution and less representative of the individual’'s foveal vision, if the participant varies his dis-
tance greatly to the stimulus.

The illustration below shows how the Heat Map calculations using fixation count are done to
assign colors to the fixations: For Absolute and Relative duration the calculations are the same.
However, instead of using the number of fixations as values, we use the fixation duration or fix-
ation duration/media viewing time, respectively.
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Appendix E

Pro Lab project and media lim-

itations
. Maximum resolution recommended | Maximum resolution minimum
Media Type
system system

Image Stimuli 2560 x 1440 1280 x 720
Snapshot Images 50 MP 10 MP
Video Stimuli 1920 x 1080 @ 30 fps 1280 x 720 @ 30 fps
Web and Screen 1920 x 1080 @ 30 fps
Stimuli

. Number of Recordings with recom- [Number of Recordings with min-
Project type .
mended system imum system
Glasses 500 of 20 minutes each 50 of 20 minutes each
Screen based Project | 200 with 400 Images 30 with 100 Images
with Images
Screen based Project | 200 with 1 x 90 min videoor 50 x2 | 30 with 1 x 60 min video or 20 x
with Videos min videos 2 min videos
Supported file formats Format Video codecs

Image Stimuli and Snapshots| jpeg, png, bmp -

Video

mp4 (recommended), avi| H264 (recommended), DIVX, XVID

Audio

mp3, aac, ac3, pcm -
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Appendix F  Analysis of an External
Presenter project recorded by
E-Prime

 [f you want to log manual responses, make sure that the relevant E-Object in the exper-
iment is defined in the TPLSetDisplayEventStimulus routine. If this E-Object is defined, you
get RESP and ACC values from E-Prime for it as events in Tobii Pro Lab.

+ All relevant stimulus variables are encoded in the media name that is sent to Tobii Pro Lab.

* In the example, we assume that you analyze the sample experiment called "TPLFixedPos-
itionAQI" found in your My Experiments folder after installing E-Prime Extensions for Tobii
Pro Lab.

What to do:

1. Create a Time of Interest (TOIl) definition for your trials. In this example, participants have
responded manually to the stimulus, either correctly or incorrectly. This accuracy value (0
or 1) has been sent to Tobii Pro Lab and appears in the timeline if you have checked Impor-
ted Events (enabled by default). Because of the presence of manual responses, we need to
define two Times of Interest: one for correct responses (ACC 1) and one for incorrect
responses (ACC 0).

a. Create a new custom TOI by clicking on the Plus (+) sign on the Time of Interest
panel.

b. Give the first TOl a name, for example Correct responses.

c. Forits Start point, go to Remote Eventtypes and pick the event "Stimulus_ACC_1" (it
marks all correct responses of the stimulus object in E-Prime).

d. Forits End point, go to Remote Eventtypes and select the event "Stimulus_End",
which marks the end of all of the objects called "Stimulus" in the E-Prime experiment.

e. Create a similar custom TOI for all "Incorrect responses".

2. If you want visualizations of the gaze on your stimuli, go to the Visualizations tab and
decide what type of visualization you want.

a. Select the graphical nature of the visualization: Gaze Replay or Heat Map, and their
parameters.

b. Determine what data you want to visualize.

* You can easily visualize the data from one particular stimulus in the list of
Media TOls in the Time of Interest panel to the right.

 [f you want to visualize all data of a similar type, click on the custom TOls you
created previously ("Correct responses" and "Incorrect responses"). That way,
you visualize the gaze for those intervals of data.
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» However, the background is empty (a gray checkerboard pattern) because
there is no stimulus that can be exclusively mapped to a custom TOI (you have
probably used several stimuli). If you want a background for a custom TOI, go
to the replay of the recording, locate a part of the recording that displays the
stimulus you want as a background, and do a Create TOI with frame by click-
ing on the plus sign near the time counter.

* [tis better that you only create this TOI for visualization, because any metrics
you export for this TOI will be calculated from AOls drawn on this separate
media frame, and not from the stimuli and AOls generated from the external
presenter client, E-Prime.

3. When you are ready to export metrics for further analysis, select Analysis - Metrics Export.

a.
b.
C.

Select the desired metrics.
Go to the Data selection panel to the right and select all desired recordings.

Select the desired TOls. In the example they are "Correct responses" and "Incorrect
responses"”, both mentioned above.

Finally, select the desired areas of interest. However they are unique per stimulus so
they will create many columns in your export. Rather, use AOI tags to group many
unique AOIs into a few categories.

In this experiment, only the ungrouped tags "Non-target" and "Target" are relevant.
Deselect all other AOls, click Export and save your file.

4. Now you have exported your data in a text file with rows and columns. Open the file in Excel
or a similar spreadsheet program. (You may need to do a text-to-column operation to prop-
erly delimit the file on the tab character.) Every row is a trial (an interval of a TOI), and every
column is a property of the trial or the experiment. Before running statistical analysis, you
need to recover your experimental variables, which are encoded in the media name of the
stimuli, looking like "cow-horse-Target=horse".

a.
b.

Move this Media column to the end after all the other columns.

Select it and perform a text-to-column operation with "-" as the delimiter, and you will
now have three new columns. The left column will be the image to the left, and the
center one the image to the right.

Go ahead and name them as "Leftimage" and "Rightimage" now. The final column
has content in the form of "Target=horse".

Do a text-to-column operation with "=" as the delimiter, and delete the first column
from this operation.

You now have the column with just the target name. Name this column "Tar-
getimage". Now you are ready.

5. Foryour next experiment, you can use the same delimiter so you have to do only one text-
to-column operation. Note that you can use the TOI column, due to the names you gave the
TOls, to separate correct responses from incorrect responses in your analysis.
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Appendix G Support, Training, and War-
ranty

If you need help, please contact Customer Support at Tobii Pro. In order to receive assistance
as quickly as possible, make sure you have access to your Tobii Pro device and, if possible, an
Internet connection. You should also be able to supply the serial number of the device, which
you will find on a sticker on the back or bottom of the device.

Many questions can be answered by visiting Tobii Pro Connect. It contains the latest information
about contacting Support, helpful articles and FAQs, links to downloads, and much more. Log in
or register to see information about your account and to reach Customer Support on Tobii Pro
Connect.

If you are new to eye tracking, or want to extend your knowledge about eye tracking research,
sign up for one of our learning programs and events on our website at Training and Education Ser-
vices.

Read more online about Tobii Pro Care and Tobii Pro’s eye tracker warranty.
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