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Figure 1: Gaze gesture system in use. Note the partial gesture written out in the bottom left.

ABSTRACT
This article proposes a system wherein gaze gestures are used to
interact with a virtual environment. Compared to other gaze-based
interaction metaphors, gaze gestures require less frequent calibra-
tion and may be faster or more comfortable to use. By utilizing head
orientation for selection along with gaze gestures for action, the
proposed system allows users to seamlessly access various actions
quickly and from a distance. The development and functionality
of a gaze gesture system is described, followed by suggestions for
user studies and other future work.
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1 INTRODUCTION
As extended reality (XR) technologies develop, they will natu-
rally become both more powerful and accessible. While XR head
mounted devices (HMDs) are computer displays much in the way
that monitors are, they facilitate dramatically different interaction
techniques. With no need to rely on a desk-bound mouse and key-
board to provide input, XR systems have historically mainly used
handheld controllers that can be manipulated in 3D space. However,
as eye trackers are becoming a more common addition to HMDs,
using the eye as an input device has been an increasingly popular
prospect [Plopski et al. 2022].

Eye gaze based interaction systems have several benefits over more
traditional methods, such as those that employ controllers or head
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orientation. As compared to controller based methods, eye gaze in-
teraction does not rely on dedicated external equipment to provide
input, as eye trackers tend to be built into the HMD. Furthermore,
individuals with motor disabilities may find it difficult or even
impossible to effectively interact with an XR system using a con-
troller. Surveys conducted by Mott et al. [2020] have suggested that
eye gaze may serve as an effective alternate input method. When
compared to purely head orientation based interaction, results are
inconclusive. However, some studies have found that eye-based
tracking is less exhausting [Blattgerste et al. 2018], faster [Kytö et al.
2018], or more comfortable [Qian and Teather 2017] depending on
the task. While these factors do not conclusively establish eye gaze
as a superior input method, they do suggest that it is worth further
investigation.

Problems do arise in the use of eye gaze as input. Most notably, the
’Midas Touch’ problem emphasizes the eyes’ role as an information
gathering tool, forcing developers to carefully consider selection
criteria. Most commonly, eye gaze input systems use dwell time to
confirm eye-based selections, which slows down the user’s interac-
tions [Jacob 1990]. Additionally, eye tracking systems have to be
carefully calibrated, or else the user’s gaze will not line up properly
with the system’s interpretation of it, hindering both speed and
accuracy. Gaze gestures present a potential workaround to these
issues. Because gestures are designed to be intentional and not over-
lap with eye movements associated with information gathering,
the only limitation to interaction speed is how quickly the user can
perform the gesture. Calibration also becomes less important, since
gaze gestures rely on gaze movement (saccades or smooth pursuits)
rather than the gaze position [Vidal et al. 2013]. With all of these
factors in mind, gaze gestures present an attractive opportunity
for hands-free XR interaction that sidesteps many of its siblings’
common issues.

2 BACKGROUND
The gaze gesture system described in this paper uses head gaze
and eye gaze in tandem to ensure intentional action from the user.
This design was inspired by Stellmach and Dachselt, who coined
the phrase "gaze suggests, touch confirms" in reference a similar
paradigm [Stellmach and Dachselt 2012]. In their work, the re-
searchers describe a system wherein eye gaze selects a general
area in which to interact, while a hand-operated cursor actually
performs the interactions. By using this dual-stage method, they
found that common gaze interaction issues, such as Midas touch
and tracker inaccuracy, could be greatly mitigated. This work has
inspired the design of the system outlined later, which uses the
head to "suggest" and eye gaze to "confirm".

While using gaze gestures to interact with a virtual environment is
somewhat novel, there have been many implementations of similar
systems in other contexts. For example, Istance et al. [2010] devel-
oped a gaze gesture-based system that was used to control a video
game. Their system displayed 5 regions on the screen, and sets of
fixations in these regions were interpreted as gaze gestures. Users
had an easy time performing discrete actions using these gestures,
whether they consisted of 2 or 3 consecutive fixations. However,

such a method requires the regions to be displayed on screen at all
times and may require dwell time to recognize fixations, and thus
may not be suited to XR.

A different implementation by Drewes and Schmidt [2007] recog-
nizes series of saccades as gestures instead. In this implementation,
they eye tracking system qualifies all saccades as occurring in one
of the 8 cardinal or ordinal directions. If the system recognizes a
string of consecutive saccades as a predefined gesture, the action
associated with it is performed. The results suggest that even com-
plicated gestures consisting of 5 or 6 saccades can be reliable and
comfortable to perform. Furthermore, the contents of the screen do
not seem to significantly affect a user’s ability to accurately perform
the desired gesture. With these factors in mind, this saccade-based
gesture system served as the inspiration for the one described in
this article.

3 DESIGN
3.1 Apparatus
This system was built using HMD an HTC Vive Pro Eye. The inte-
gral eye tracker samples at a rate of 120 hZ, with a combined FOV
of 110° and an accuracy of 0.5-1.1°.

3.2 System design
The proposed system allows users to interact with a virtual envi-
ronment using gaze gestures. The environment used in this study
situates the participant in a room in the presence of various inter-
actable virtual devices. By leveraging gaze gestures, participants
can issue commands to these devices quickly, from a distance, and
without using their hands. Such a system is expected to be supe-
rior to traditional gaze-based interaction techniques in that it can
reduce the amount of accidental input due to normal looking be-
havior, and leads to faster interactions because dwell time delays
are unnecessary.

The devices in the environment are akin to typical household IoT
devices, such as a smart TV and thermostat. The participant can
select a device to interact with by using their head orientation. Once
the head gaze is aligned with the position of a device, it is consid-
ered selected and the gaze gesture system activates. Navigating the
head gaze away will almost immediately un-select the device and
deactivate the gesture system. Because gaze gestures are difficult to
preform on accident [Bâce et al. 2016], there is no need to confirm
the selection of a device with head gaze. While an object is selected,
5 white dots appear in a "plus" pattern to guide the user’s saccades.

Once a device is selected, the participant can perform one of several
eye gaze gestures in order to interact with it. Gaze gestures are
detected by recognition of consecutive saccade patterns. When a
device is selected, the system can identify saccades in real time by
comparing current gaze direction to recent gaze direction. If the
gaze is considered to have moved far enough to constitute a sac-
cade, the system can then assign it a direction. Akin to the system
designed by Drewes and Schmidt [2007], each saccade most closely
corresponds to a cardinal (up, down, left, right) direction. Ordinal
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(diagonal) directions are ignored by the system to maintain simplic-
ity of gestures. Once the system detects a pattern of saccades that
matches a predefined gesture, the device performs the action corre-
sponding to the gesture. For instance, the gesture to dim the lights
using the lightswitch is "up, down". If the user performs saccades in
this order while keeping their head gaze pointed at the light switch,
the lights in the virtual environment will dim (see figure 2).

In order to ensure that regular looking behavior is not misinter-
preted as gestures, the system takes several measures to ensure a
gesture was intentional. Firstly, if head gaze deviates too far from a
selected device, it becomes un-selected and any recent saccades are
therefore ignored. There is a brief grace period when un-selecting
a device to ensure that this action is also intentional. Additionally,
fixations that exceed a certain time threshold cause the system to
assume that any recent saccades are also part of normal looking be-
havior. Participants will therefore be expected to perform gestures
reasonably quickly. If the participant is not attempting to gather
information from the environment, consecutive saccades should
be easy to perform; if the participant is using their eyes as normal
to gather information, the fixations will prevent the system from
recognizing their movements as a gaze gesture. Finally, there will
be a minimum distance threshold for a saccade to be considered
part of a gesture. As such, unconscious microsaccades will not con-
tribute to gestures. Using these methods, the system ensures that
accidental gestures are kept to a minimum.

Figure 2: The gaze gesture system in use to dim the lights.
Note the pink ray indicating head gaze, which must hit the
light switch to activate the system.

3.3 Proposed study designs
3.3.1 Usability study. In order to test the effectiveness of the pro-
posed system, participants are placed in a novel scenario in which
they use gaze gestures to complete tasks within the environment.
As described above, the environment contains various devices with
which the participant can interact. Each device has its own set of
commands corresponding to gaze gestures, but similar commands
across different devices use the same gesture. For example, "turn
on" uses an up, down gesture for all applicable devices, and "turn
off" uses a down, up gesture.

The participant is first trained to use the gaze gesture system. They
are informed how to select a device, and what gestures correspond
to which actions. Once a participant has learned how to interact

with the environment, they are presented with a randomly ordered
series of tasks. These come in the form of spoken requests, from
a "roommate" that is not visible to the participant, assumed to be
elsewhere in the house. A typical request may be, "I’m trying to
study; could you make less noise?" The participant would then
be expected to use gaze gestures to turn down all noise-making
devices in the environment. After the completion of each task, the
environment resets to ensure the same starting conditions for each
task. The system records the amount of time taken to complete
the task and the number of accidental or incorrect gestures the
participant performs. Furthermore, questionnaires and interviews
investigating user comfort and perceived performance provide fur-
ther insight into the efficacy of the system.

3.3.2 Comparative study. A comparative study may be used to
evaluate the efficacy of gaze gestures as opposed to a more tradi-
tional gaze selection method. A monofactorial design is proposed,
manipulating the gaze selection method between subjects. In the
gaze gesture condition, a procedure similar to the usability study
outlined above is performed, using the gaze gesture system to com-
plete tasks in the virtual environment. The traditional gaze selection
condition uses a similar environment but with a dwell time-based
selection method, such as the Kuiper Belt system developed by Choi
et al. [2022]. In this system, dwell time is used to confirm menu
selections, but the menu items are placed at distant angles from
the center of the user’s field of vision in order to reduce accidental
input. With such a safeguard, the actual dwell time used can be
reduced. The proposed advantages of the Kuiper Belt system are
similar to those of the gaze gesture system, so using them both for
similar tasks and comparing users’ speed and comfort will help
assess the viability of gaze gestures as an interaction metaphor.

4 DISCUSSION
Over the course of designing and implementing the gaze gesture
based system, several factors and considerations regarding this tech-
nique came to light. Firstly, when designing gestures for interaction,
a balance must be struck between the complexity of the gesture
as a whole and the complexity of individual movements. Because
control of eye movement is not entirely voluntary [Fischer et al.
2000], it is imperative to compose gestures out of movements that
are as simple as possible. At first, the system was designed to use
saccades in both cardinal and ordinal directions, and with no visual
aid. However, these complicating factors made it difficult for users
to precisely compose gestures. As such, visual "anchors" were added
when the gaze gesture system is active in order to guide user sac-
cades along the directions in which they are classified. Furthermore,
ignoring ordinal directions helps to avoid ambiguous saccades, as
the cardinal directions are so distinct from one another that users
could consistently input the correct directions. Only using cardi-
nal directions limits the number of unique gestures composed of
a specific number of saccades, so this solution may not be viable
for systems that require access to many actions simultaneously.
Reusing gestures with similar functionalities in different contexts
can help keep each one short. For example, actions associated with
increasing intensity (such as increasing light brightness or televi-
sion audio volume) were assigned an "up, down" gesture whenever
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possible, even if the actions were not identical across all contexts.
Gestures that are too long may be harder to remember and cause
fatigue in users, so making use of shorter gestures can increase the
usability of the system.

The limitations of virtual reality apply some constraints to gaze
gestures as well. While the Vive Pro’s eye tracker is reasonably ac-
curate within a narrow FOV, as gaze travels to more extreme angles
the tracking begins to lose consistency. At first, the system used
gestures that would send gaze far from the center of the display (for
instance, "up, left"). While such motions were generally not difficult
for users, the eye tracker would fail to recognize gaze angles that
were too far from center, and as such saccades that ended in such
gaze angles were detected inconsistently. As such, all of the gestures
return the eye gaze to center before requiring additional motions
(for instance, "up, down, right" rather than "up, right, down"). An
additional consideration for use of gaze gestures in VR is cyber-
sickness [Bruck and Watters 2011]. Use of gaze gestures over an
extended period of time may cause eye strain, especially due to
the exaggerated size of gesture saccades. While no formal study
has been conducted here to evaluate the effect of gaze gestures on
cybersickness, it may be a factor worth considering, particularly if
the system also causes fatigue in users.

5 CONCLUSION AND FUTUREWORKS
In this work, a gaze gesture system for interaction in virtual reality
was described, as well as its advantages, disadvantages, and some
design considerations. Gaze gesture systems require careful design
in order to ensure that they are both effective and comfortable to
use, as they may cause users discomfort if they are poorly designed.
The system detailed above prioritized simplicity and ease of use, to
ensure that users could quickly become accustomed to it and lever-
age its advantages in speed and comfort. Furthermore, suggestions
for validation of this system have been provided. Namely, proce-
dures for a usability study and a comparative study to evaluate the
gaze gesture system’s efficacy were outlined. In the future, in addi-
tion to validation, further work may involve expanding upon the
system or transferring it for use in different extended reality media.
For now, the system provided minimal visual feedback, and cannot
rigorously handle blinking; these limitations can be overcome in
future iteration. Afterwards, a similar gaze gesture system could

be implemented in augmented reality in order to interface with IoT
devices in the real world.
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