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(a) Normal vision. (b) As viewed by one with AMD. (c) Pixel-shaded approximation. (d) Visual field mask.

Figure 1: Arbitrary visual field simulation of Age-related Macular Degeneration (AMD): (a) and (b) are from
National Institutes of Health [2003], (c) shows our real-time rendering approximation with thevisual field mask used in (d).

Abstract

Gaze-Contingent Displays (GCDs) attempt to balance the
amount of information displayed against the visual informa-
tion processing capacity of the observer through real-time
eye movement sensing. Based on the assumed knowledge
of the instantaneous location of the observer’s focus of at-
tention, GCD content can be “tuned” through several dis-
play processing means. Screen-based displays alter pixel-
level information generally matching the resolvability ofthe
human retina in an effort to maximize bandwidth. Model-
based displays alter geometric-level primitives along similar
goals. Attentive User Interfaces (AUIs) manage object-level
entities (e.g., windows, applications) depending on the as-
sumed attentive state of the observer. Such real-time display
manipulation is generally achieved through non-contact, un-
obtrusive tracking of the observer’s eye movements. This
paper briefly reviews past and present display techniques as
well as emerging graphics and eye tracking technology for
Gaze-Contingent Display development.
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1 Background

Gaze-Contingent Displays (GCDs) degrade the resolution
of peripheral image regions in order to reduce computa-
tional effort during image transmission, retrieval, or dis-
play. In gaze-contingent implementations, the high resolu-
tion region moves with the user’s focus of attention. An
eye tracker is typically used to track the user’s gaze. GCDs
help increase display speed through compression of pe-
ripheral image information, which is not resolvable by the
user. Applications include flight and driving simulators, vir-
tual reality, infrared and indirect vision, remote piloting,
robotics and automation, teleoperation, and telemedicine;
image transmission and retrieval, and video teleconferenc-
ing [Baudisch et al. 2003]. In addition to these applications,
gaze-contingent displays extend the “moving window” ex-
perimental paradigm [McConkie and Rayner 1975] and have
thus been invaluable for the purpose of studying visual per-
ception. By removing information beyond perceptual lim-
its, GCDs match the resolvability of human vision, provid-
ing compelling visualizations of visual field defects. Thus
GCDs can be used to educate students, physicians and pa-
tients’ family members about the perceptual and perfor-
mance consequences of vision loss [Geisler and Perry 2002].
Figure 1(b) shows a visualization of Age-related Macu-
lar Degeneration (AMD) (vs. normal vision shown in Fig-
ure1(a)) used in a pamphlet issued by the National Institutes
of Health (NIH). To render the image, National Eye Insti-
tute (NEI) doctors asked their patients with visual impair-
ments what they see and try to get an in-depth description
from them. Simulations are then created by computer staff
and the doctors have them make changes until they feel that
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the information is correct [National Eye Institute 2004]. Al-
though the rendering appears somewhat implausible, as the
degenerative area appears to be inverted, image-based GCD
techniques described herein could easily generate such a de-
piction given an appropriate degradation function and frag-
ment program. A simple but plausible resolution degradation
function, shown in Figure1(d), was used to visualize AMD
in Figure1(c).

Duchowski [2003] refers to gaze-contingent display pro-
cessing as eitherscreen-basedor model-basedwhere the for-
mer depends on image processing and the latter on process-
ing graphics primitives (e.g., triangles). GCD research has
progressed from simple image-based stimuli (e.g., sine-wave
gratings in perceptual research) to complex image-based
stimuli (images and video), and more recently to model-
based stimuli (e.g., 3D graphical models). Generalizing on
this concept, Attentive User Interfaces, or AUIs, control ar-
bitrary objects concommitantly with the user’s tracked atten-
tional focal point. Objects may be virtual, such as user in-
terface components on a typical desktop interface (e.g., win-
dows, mouse cursor, etc.) or they may be physical, such as
desktop lamps, or television sets.

GCD development has thus progressed from the simple to
the complex. In this paper, GCDs are reviewed in reverse
order since once again, technological advancement is revo-
lutionizing GCD design at the simplest levels (i.e., image-
based GCDs). Thus, the paper reviews progress in Atten-
tive User Interface design, model-based graphical displays,
and image-based displays. Image-based are subdivided into
focus plus context screens and screen-based GCDs. The pa-
per then introduces recently developed hardware-accelerated
techniques for image-based displays and concludes by pre-
senting commodity-off-the-shelf state-of-the-art eye track-
ing technology.

2 Attentive User Interfaces

Attentive User Interfaces, or AUIs, are an instance of
Non-Command Interfaces[Jacob 1993] where screen ob-
jects, or physical devices, are controlled by gaze. These
interfaces rely on methods of user input other than the
keyboard or mouse. An example of an eye-slaved in-
terface, often providing a means of communication for
quadriplegics, uses the eyes for cursor positioning (e.g.,see
Majaranta and Raiha [2002] for a comprehensive review of
eye typing). By monitoring users’ physical proximity, body
orientation, and eye fixations, AUIs can be used to control
physical objects such as light fixtures and television sets
[Shell et al. 2003]. Figure 2 shows several such devices,
each equipped with an eyeCONTACT sensor developed by
Shell et al.The eyeCONTACT sensor is inexpensive, unob-
trusive, tolerant to user head movement, and requires no cal-
ibration. It merely detects whether the user is looking toward
the sensor. Given this capability, a device equipped with such
a sensor can be made “aware” of the user’s attentive state.

Thus, in the example of the attentive television, if the user
is not gazing at the screen, program playback is suspended
until viewing is resumed.

3 Model-Based Graphical Displays

In graphical systems, model-based methods aim at reduc-
ing resolution by directly manipulating graphical model ge-
ometry prior to rendering. Real-time, or gaze-contingent,
model manipulation is gaining importance particularly for
the benefit of display speedup in immersive displays (e.g.,
Virtual Reality, or VR) or complex graphical environments
(e.g., composed of voluminous data such as millions of tri-
angles). In immersive displays, simplification of the reso-
lution of geometric objects as they recede from the viewer
(e.g., in a sense, the distant periphery), as originally pro-
posed byClarke [1976], is now standard practice, particu-
larly in real-time VR applications.Clarke’s original crite-
ria of using the projected area covered by the object for de-
scending the object’s Level Of Detail (LOD) hierarchy is
still widely used today. However, LOD management typ-
ically employed by these polygonal simplification schemes
relies on pre-computed fine-to-coarse hierarchies of an ob-
ject. This leads to uniform, orisotropic, object resolution
degradation.

A key question regarding LOD control of graphical ob-
jects is whether geometry degradation is worth the trou-
ble. That is, this question addresses the tradeoff be-
tween resolution degradation and hence rendering time ver-
sus any noticeable impact for the user, be it perceptual or
performance-based. Recently,Parkhurst and Niebur [2004]
evaluated two perceptually adaptive rendering techniques,
one velocity-dependent and one gaze-contingent. Decreas-
ing gaze-contingent peripheral geometric detail was found
to increase object detection reaction times. Reaction times
to localize a target, however, decreased. This suggests that
isotropic gaze-contingent LOD impedes target identification
while the resultant increased frame rate facilitates virtual in-
teraction.

Isotropic object degradation is not always desirable, how-
ever, especially when viewing large objects at close dis-
tances. In this case, traditional LOD schemes will display
an LOD mesh at its full resolution even though the mesh
may cover the entire field of view. Since acute resolvabil-
ity of human vision is limited to the central 2− 5◦, object
resolution need not be uniform. Due to the advancements
of multiresolution modeling techniques, and to the increased
affordability of eye trackers, it is feasible to extend the LOD
approach to gaze-contingent displays, where models are ren-
derednonisotropically.

For environments containing significant topological de-
tail, such as virtual terrains or complex objects, rendering
with multiple levels of detail, where the level is based on
user position and gaze direction, is essential to provide an
acceptable combination of surface detail and frame rate.



Figure 2: Attentive User Interfaces: attentive TV with eyeCONTACT sensor (upper inset), light fixture with eyeCONTACT
sensor (middle inset), eyePROXY (lower inset). Image courtesy of Roel Vertegaal, fromShell et al. [2003] c© 2003ACM, Inc.

Figure 3: Gaze-contingent spatial and temporal LOD modeling. As the viewer focuses outside the room at the left of the
rendering (image at left, courtesy of David Luebke), scene objects located at the right side of the room are rendered using a
lower level of spatial detail, indicated by larger triangles (overlayed). Collisions between L-shaped objects (imageat right,
courtesy of Carol O’Sullivan and John Dingliana) are calculated at a higher level of temporal detail if located within the user’s
current focus of attention.



One prominent example of an attentive 3D rendering en-
gine varies the LOD at which an object is drawn based on
the user’s gaze [Luebke et al. 2002]. This way, unattended
scene objects are modeled with fewer polygons, even when
they are not distant in the scene. Employing a table-mounted
monocular eye tracker to measure the viewer’s real-time lo-
cation of gaze over a desktop display, gaze-contingent LOD
reduction was found to lead to substantial performance im-
provements. In the example shown in Figure3 (left), a re-
duction of the number of triangles by 70% still leads to an
imperceptibly degraded display [Luebke et al. 2002].

Similar LOD degradation benefits have been measured
when the graphical scene is displayed within a Head-
Mounted Display [Murphy and Duchowski 2001]. A three-
dimensional spatial degradation function was obtained from
human subject experiments in an attempt to imperceptibly
display spatially degraded geometric objects. System per-
formance measurements indicate an approximate overall 10-
fold average frame rate improvement during gaze-contingent
viewing. An example of a model during gaze-contingent
viewing is shown in Figure4. An interesting finding from
this type of research is that an object’s silhouette edges are
particularly significant for perception, while homogeneous
(e.g., flat or smooth) interior object regions are not as inter-
esting.

(a) Original image. (b) Anisotropic degradation
(centered).

Figure 4: Gaze-contingent viewing ofigeamodel. Courtesy
of Hunter Murphy.

Another novel approach to gaze-contingent model-
ing for real-time graphics rendering was taken by
O’Sullivan et al. [2002], who considered temporal resolution
in the periphery. More precisely,O’Sullivan et al. devel-
oped a degradable collision handling mechanism to limit ob-
ject collision resolution outside the central display region.
Highly prioritized object collisions in the central regionare
allocated more processing time so that the contact model and
resulting visual response is more believable. Having previ-
ously noted a significant fall-off in collision resolution de-

tection accuracy at about 4◦ visual angle,O’Sullivan et al.
developed a gaze-contingent collision handling system and
reported an overall improvement in the perception of the
tracked simulation when the central region was synchronized
to the viewer’s gaze. An example of the system is shown in
Figure3 (right). The circle in the callout indicates the field
of 4◦ visual angle inside which collisions are processed at
greater precision. Saving processing time for collisions out-
side this area allows spending extra processing time on col-
lisions in the user’s focus of attention, which results in an
overall improvement in the perception of the simulation.

O’Sullivan et al.’s work is important for exploring the
manipulation of peripherally degraded temporal resolution.
Consideration of resolution degradation for attentive display
generation is a complex issue. There are still many direc-
tions this research can take, if simply to explore the man-
ner in which peripheral information is degraded. Should one
explore spatial, temporal, color, luminance, or contrast res-
olution degradation? There is no single answer—research is
needed along all of these dimensions.

4 Focus Plus Context Screens

A related display variant to GCDs which are not necessar-
ily gaze-contingent but share the foveal/peripheral demar-
cation are focus plus context screens. Focus plus context
screens achieve the high-detail/low-detail effect by combin-
ing a large, wall-sized low-resolution display with an em-
bedded high-resolution screen [Baudisch et al. 2002]. The
installation shown in Figure5 uses an LCD inset combined
with projection for generating the low-resolution context.
The shown version uses a fixed-position high-resolution fo-
cus screen; the iconic illustration at the bottom right shows
where it is located. The callout shows the difference in res-
olutions between the focus and the context area. While the
focus area offers enough resolution to allow users to see in-
dividual cars, the coarse pixels in the context area merely
allow seeing larger objects, such as buildings.

In the example shown, the user is inspecting a specific
neighborhood on a satellite image of San Francisco. If the
user was using a regular-sized monitor showing the same
level of detail as the shown setup, only the neighborhood
of interest would be visible, without visual context. With
residential areas looking very much alike, it would be hard
for the user to tell where the shown portion of the satel-
lite image is located within the city, potentially disorienting
the viewer. Adding the low-resolution context screen space
brings the Bay bridge and the piers into view, providing ad-
ditional landmarks that simplify orientation. When the user
moves the mouse, the entire display content pans, which al-
lows scrolling display content into the focus region in order
to make it high resolution.

For tasks involving large maps or detailed chip designs,
focus plus context screens were shown to allow users to work
from 20 to 35% faster than when using displays with the



same number of pixels, but in homogeneous resolution or
with multiple views. For an interactive driving simulation,
users’ error rates were only a third of those in a competing
multiple-view setup [Baudisch et al. 2002].

In applications that continuously draw the user’s attention
to the focus area, as is the case for example in the driving
simulation used in the experiment, focus plus context screens
with a fixed position focus succeed, because the display’s fo-
cus and context regions cover the user’s foveal and periph-
eral vision the same way a corresponding high-resolution
screen does. This makes this type of focus plus context
screen, which can be built from comparably inexpensive off-
the-shelf components, a cost-effective alternative to complex
multi-projector high-resolution screens.

Figure 5: Focus plus context screens consist of a large low-
resolution display with an embedded hi-resolution screen.
The iconic illustration (bottom right) shows the location of
the high-resolution focus screen. The callout shows the dif-
ference in resolutions between the focus and the context area.
FromBaudisch et al. [2003] c© 2003ACM, Inc.

Focus plus context screens are effectively large bi-
resolution displays. Idelix, a company that specializes in
developing a novel variant of a type of focus plus con-
text screen, has produced Pliable Display Technology, or
PDT. The PDT differs from bi-resolution focus plus con-
text screens since instead of providing the traditional foveo-
peripheral resolution demarcation, the PDT preserves the pe-

riphery at the image’s original detail while magnifying the
foveal region. An example of a PDT image is shown in Fig-
ure 6. Magnification necessarily reduces the spatial reso-
lution of the image beneath the foveal “lens”, however, in
return the foveal portion of the image shows additional con-
textual detail due to its magnification.

In a sense, the PDT is the reverse of a GCD in terms of
resolution. With the PDT motion slaved to a viewer’s eye
movements, a gaze-contingent PDT offers a novel approach
to GCD design. As such, although its benefits to tasks such
as visual search (e.g., “find the aircraft in the image” as sug-
gested in Figure6) are intuitively tantalizing, formal evalua-
tion of this technology is required. Indeed there are numer-
ous questions concerning GCDs in general that can be stud-
ied. Examples include the shape of foveal window, shape
of the peripheral degradation function, as well as the best
technical approach to the display problem, e.g., pixel- or
graphics-based (see below). Another salient question is one
of usability—in which tasks can GCDs help the viewer?

5 Screen-Based Displays

Extending the idea of foveo-peripheral resolution manage-
ment exhibited by focus plus context screens, resolution
management can be made dynamic if (1) the user’s gaze can
be measured (e.g., by an eye tracker), and (2) the central high
resolution region can be made to move with the user’s fo-
cus of attention. Gaze-contingent displays have been studied
for some time for the purposes of perceptual research (e.g.,
measurement of the user’s perceptual span) and for measure-
ments of system optimization due to compression of periph-
eral information. Today’s improvements in eye tracking and
imaging and graphics hardware fuel gaze-contingent display
research by allowing researchers to vary information along
multiple dimensions, e.g., spatial, temporal, and color reso-
lution.

An experiment conducted by
Loschky and McConkie [2000] on a gaze-contingent
display investigated spatial, resolutional, and temporal
parameters affecting perception and performance. Two
key issues addressed byLoschky and McConkieare the
timing of GCDs and the detectability of the peripherally
degraded component of the GCD. That is, how soon after
the end of an eye movement does the window need to
be updated in order to avoid disrupting processing, and
is there a difference between the window sizes and pe-
ripheral degradation levels that are visually detectable and
those that produce behavioral effects? In all experiments,
monochromatic photographic scenes were used as stimuli
with a circular, high-resolution window surrounded by a
degraded peripheral region (see Figure7(a)). Considering
temporal update,Loschky and McConkiefound that for an
image change to go undetected, it must be started within 5
ms after the end of an eye movement. Detection likelihood
rose quickly beyond that point. Concerning detection



Figure 6: Application of eye-slaved PDT lens: originalrunwayimage (left), with magnified region (right).

(a) FromLoschky and McConkie [2000] c© 2000ACM, Inc. (b) FromParkhurst et al. [2000] c© 2000ACM, Inc.
Figure 7: Example gaze-contingent screen-based displays.



of peripheral degradation, results showed that the least
peripheral degradation went undetected even at the smallest
window size (2◦), where the opposite was true with the
highest level of degradation—it was quite detectable at even
the largest window size (5◦). The GCD was also evaluated in
terms of performance effects, in the context of visual search
and scene recall tasks. It was found that the generation of
an imperceptible GCD was quite difficult in comparison
to the generation of a GCD which does not deteriorate
performance. While greater delays (e.g., 15 ms) and greater
degradation produce detectable visual artifacts, they appear
to have minimal impact on performance of visual tasks when
there is a 4.1◦ high-resolution area centered at the point of
gaze.Loschky and McConkie’s study shows the importance
of considering the intended task for which the display will
be used: is the task concerned with perceptual fidelity or
visual performance? This is a crucial distinction since
although peripheral degradation may be quite noticeable
(and hence detrimental to perception), it may not interfere
with performance (and thus a benefit to system resource
allocation).

Measuring reaction time and accuracy (among other met-
rics) during a visual search task,Parkhurst et al. [2000] in-
vestigated behavioral effects of a two-region gaze-contingent
display. Parkhurst et al.’s primary finding is that reaction
time and accuracy co-vary as a function of the central region
size. The authors note this as a clear indicator of a strate-
gic speed/accuracy tradeoff where participants favor speed
in some conditions and accuracy in others. For small central
region sizes, slow reaction times are accompanied by high
accuracy. Conversely, for large central regions sizes, fast re-
action times are accompanied by low accuracy. A secondary
finding indicated that fixation duration varies as a function
of central region size. For small central region sizes, partic-
ipants tend to spend more time examining each fixation than
under normal viewing conditions. For large central regions,
fixation durations tend to be closer to normal. In agreement
with reaction time and accuracy, fixation duration is approx-
imately normal (comparable to that seen for uniform resolu-
tion displays) with a central region size of 5◦. This suggests
that the size of the foveal window matters—with a smaller
window, users are slower but more accurate, and vice versa.

For screen-based VR rendering the work of
Watson et al. [1997] is particularly relevant. Watson et al.
studied the effects of Level Of Detail (LOD) peripheral
degradation on visual search performance. Both spatial and
chrominance detail degradation effects were evaluated in
Head Mounted Displays (HMDs). To sustain acceptable
frame rates, two polygons were texture mapped in real-time
to generate a high resolution inset within a low resolution
display field. The authors suggested that visual spatial and
chrominance complexity can be reduced by almost half
without degrading performance.

Traditional metrics for screen-based GCDs have consid-
ered peripheral degradation (typical in terms of spatial or

contrast resolution), at threshold.Watson et al.’s [2004]
most recent evaluation of peripheral LOD control considers
supra-threshold perception. Specifically,Watson et al.report
that LOD must support a task-dependent level of perceptibil-
ity. Below this level, LOD shouldincreasewhen eccentric-
ity is high or contrast is low, and all scales of LOD (fine or
coarse) are equally important.

Recently, GCDs have been developed to incorporate arbi-
trary resolution maps, supporting foveal regions of arbitrary
shape. This has allowed the generation of high quality im-
ages with minimal artifacts at real-time display frame rates.
Geisler and Perry [1998] describe a multi-resolution pyrami-
dal method for creating variable resolution displays in real-
time using general-purpose computers. Foveal regions (more
than one can be defined) can be created to vary in shape and
size. The system generates high quality images (minimal ar-
tifacts) at high (real-time) display frame rates.

Geisler and Perry [2002] extended their method to al-
low completely arbitrary variable resolution displays. The
new version of their software produces artifact-free gaze-
contingent video at high frame rates in either 8-bit gray scale
or 24-bit color.Geisler and Perry’s display depends on pyra-
midal pre-processing of the images prior to display. Render-
ing appears to use a graphics card for image display, but the
card itself does not appear to be used for image processing.

Given an arbitrary degradation function, as shown in Fig-
ure 8, the gaze-contingent display can be used to examine
various facets of perception or performance. We expect the
flexibility of such displays will facilitate further investigation
of attentional principles along multiple dimensions, suchas
spatiotemporal resolution, contrast, and color.

6 Current Trends

Prior research of image-based gaze-contingent displays has
mostly focused on perceptual or performance effects of the
reduction of peripheral spatial frequency (i.e., cycles per de-
gree or bits per pixel). For two excellent surveys on GCDs,
seeReingold et al. [2003] andParkhurst and Niebur [2002].
Due to hardware limitations, a good deal of prior work relied
on image pre-processing. For gaze-contingent displays, pre-
processed images would be recalled from memory on a “just-
in-time” basis, i.e., usually in relation to the location ofthe
user’s eye tracked so-called Point Of Regard (POR). Due to
recent advancements in computer hardware, gaze-contingent
imaging researchers have begun utilizing hardware to per-
form image processing operations in real-time. In a recent
example of hardware-accelerated eye-movement controlled
image coding,Bergstr̈om [2003] used a DCT-based image
codec to achieve real-time image compression and display.

In this section, technical aspects are presented of a novel
hardware-accelerated approach to gaze-contingent multi-
resolution display design for the real-time simulation of arbi-
trary visual fields using a commodity graphics card. The ap-
proach uses mipmapping for dyadic image degradation and



Figure 8: Gaze-contingent display showing a scene from the movieThe Gladiator. As the user focuses on the face of the shot’s
main character, all other display content is rendered at reduced resolution. This type of display can be used for gaze-contingent
compression purposes or for the study of human visual perception—in this case the display is used to study glaucoma patients.
Original image shown in bottom left inset, the arbitrary visual field used to simulate glaucoma is shown at bottom right. Original
image c© 2000 DreamWorks SKG and Universal Studios; gaze-contingent rendering and resolution map courtesy of Bill Geisler
and Jeff Perry.



an arbitrary mask image for creating the foveal/peripheral
demarcation.

Mipmapping relies on texture-mapping (and shader pro-
gramming), which is a hybrid of model- and image-based
approaches. Peripheral degradation of the image still relies
on image processing, albeit the image is now considered a
texture map. Rendering of the image relies on mapping the
image onto a simple graphical object, in most cases a poly-
gon (usually a screen aligned quadrilateral) of the same di-
mension as the display window.

There are several tradeoffs between the texture-mapping
and screen-based approaches, although both are now typ-
ically provided by graphics libraries such as OPENGL
[Shreiner et al. 2003]. Advantages of the screen-based ap-
proach include the following:

• Image resolution is of minor importance. Provided the
viewing window is made to be the same size as the
given image, the resultant display is generally shown
at 1:1 pixel mapping, i.e., the image is drawn to scale.

• Provided a graphics card that supports OPENGL’s
Imaging Subset in hardware is used, image process-
ing operations can be performed quickly via hardware-
accelerated convolution.

• Various blending operations are provided that enable
simple image combinations to take place via an image’s
alpha channel.

There are, however, disadvantages to the screen-based ap-
proach:

• Not all graphics cards support (or supported) the Imag-
ing Subset in hardware. For example, the NVidia
GeForce4 Ti 4600 card did not, but its more expensive
cousin the NVidia Quadro4 (e.g., XGL 900) did. Lack-
ing hardware support for the Imaging Subset, imaging
operations such as convolution with the GeForce4 re-
verted to software implementation. This resulted in no-
ticeable speed degradation.

• The most significant drawback of the screen-based ap-
proach for gaze-contingent display is that the required
image blending functions (for blending foveal and pe-
ripheral image portions) rely on the images’ alpha chan-
nels. Thus, to provide a gaze-contingent display, the
image alpha channels would need to be translated in
real-time to match the foveal region, a prohibitively ex-
pensive operation.

Texture-mapping, and in particular multitexturing and re-
lated fragment programming, solves the blending problem
since the alpha channel can be dissociated from either foveal
or peripheral image and made into its own image. This is
an important point since once so dissociated, the alpha mask
can be manipulated independently. The manipulation that is
most relevant to gaze-contingent display is translation ofthe

foveal mask. Since mask translation is performed quickly
in hardware, the result is real-time movement of the foveal
region. There are, however, disadvantages to the texture-
mapping approach:

• In general, texture mapping is more complicated than
simple image drawing since it relies on the definition
of the graphical object that is to be textured. Using a
quadrilateral for this purpose is often the most simplest
and logical choice. Following geometry definition, tex-
tures need to be defined, bound, and loaded into mem-
ory. There are numerous options for doing so (this is
somewhat of a blessing and a curse).

• Because texture mapping generally relies on a geomet-
ric primitive, and that primitive is subject to geometric
transformations, the resultant display may or may not
preserve the 1:1 pixel mapping between original image
and final display. In contrast to the Imaging Subset, one
usually needs to define the window size (as before), and
also the polygon onto which the image will be texture-
mapped. Care must be taken to properly display the
polygon without inadvertently changing the polygon’s
size (which is quite easy to do, e.g., via viewing trans-
formations).

• To display the texture-mapped primitive, texture coor-
dinates are required. Care must be taken not to intro-
duce inadvertent image scaling, shifting, etc., through
improper coordinate use.

To summarize the distinction between screen-based and
texture-based approaches, texture-mapping offers much
greater flexibility in image display at the expense of addi-
tional complexity.

6.1 Mipmapping

For fully hardware-accelerated display, as discussed here,
GCDs can utilize in-hardware image degradation provided
by built-in mipmapping functions. Mipmapping provides a
method of prefiltering an image (texture) at multiple levels
of detail [Williams 1983]. 1 Mipmaps are dyadically (by
powers of two) reduced versions of a high-resolution image.
One can either create these images manuallya priori, or have
them created automatically by OPENGL. Automatic creation
checks to see if image dimensions are a power of 2. If not,
a copy of the image data is scaled up or down to the nearest
power of 2.

Several filter options are available for generating coarsely
subsampled or linearly interpolated images. Four texture
minification options control combinations of inter- and intra-
map pixel interpolation. The effect of these commands gen-
erates a coarsely or smoothly degraded periphery for dyadic

1The termmip stands for the Latinmultum in parvo, meaning “many
things in a small place” [Williams 1983].



levels of degradation. Real-time control of the texture envi-
ronment and texture parameters allows on-the-fly switching
of peripheral degradation.

Below, two recent approaches based on mipmapping are
first briefly reviewed for completeness and comparison to the
subsequent newly introduced fragment programming tech-
nique. The former approach is suitable for implementations
on 3rd-generation graphics cards while the latter strategyre-
quires 4th-generation cards.

6.2 Multitexturing

Real-time rendering of a bi-resolution gaze-contingent dis-
play relies on two images. The first requirement is the source
image for generating a high-resolution inset as well as a low-
resolution background. The low-resolution background im-
age is generated by dyadically degrading in hardware the
source image via OPENGL’s mipmapping facilities. Alter-
nately, the source image (or another image altogether) may
be pre-processed in some other way and can be substituted
for the background image. The second required image is an
arbitrary visual mask whose shape forms the foveal window.

Using special effects compositing terminology, the mask
image simply constitutes the matte image which serves as the
alpha mask for blending of the foreground (high-resolution)
and background (low-resolution) images. The matte image is
typically a normalized greyscale image where pixel values of
1 represent portions of the high-resolution image that show
through while values of 0 are masked and therefore replaced
by the corresponding background image pixels. Of course,
any greyscale image can be used instead to simulate an arbi-
trary visual field (e.g., to simulate glaucoma or AMD). Sim-
ply inverting a Gaussian 1-center, 0-surround map, for ex-
ample, would result in the “moving mask” paradigm used in
perceptual vision research (seeBertera and Rayner [2000]).

To obtain a composited rendering of a foveal high-
resolution window atop a low-resolution background, three
textures are created for a quadrilateral. The first texture,as-
signed to Texture Unit 0, or TU0, is the image mask. The
second texture is the given image which is assigned as the
foreground image at Texture Unit 1, or TU1. The third
texture is the original image used for the foreground, also
mipmapped, with the exception of the use of different Level
Of Detail (LOD). It is the coarser LOD that generates the
degraded background in the gaze-contingent display.

During display, the mask texture at TU0 is translated to the
real-time coordinates of the foveal position. The process is
shown diagrammatically in Figure9, with the callout show-
ing the change in resolution between foveal and background
regions. For printing considerations, a greyscale image is
used as the example stimulus although the texture-mapping
methodology applies equally well to 24-bit (or 32-bit) color
images.

An alternative approach, but also based on multitex-
turing, involves using two quadrilaterals instead of three,

Figure 9: Multitexture blending graphics pipeline.

as shown byNikolov et al. [2004], who use a similar ap-
proach to the above and apply their gaze-contingent display
to numerous applications, including gaze-contingent multi-
resolution displays, gaze-contingent multi-modality displays
(e.g., graphical maps overlayed on aerial photographs), and
gaze-contingent image analysis.

6.3 Fragment Programming

The three-texture approach described above leads to a bi-
resolutional display. For a more robust (and accurate) rep-
resentation of human visual acuity, multiple levels of detail
are needed in the periphery, resulting in anisotropic periph-
eral degradation, otherwise known as a Multi-Resolutional
Gaze-Contingent Display (MRGCD). To provide multiple
levels of resolution in the periphery, the above multitex-
turing approach would require the use of multiple texture
units. What is required is schematically shown in Fig-
ure 10 (from Duchowski [1997]). At any given pixel, con-
centrically related to the foveal position, a lookup is needed
to a pixel at a specific level of resolution. Fragment pro-
grams provide just this type of flexibility by providing con-
trol of mipmap LOD at each fragment (pixel). This is pro-
vided by the (undocumented)tex2Dbias() Cg call, orTXB
ARB fragment program assembly instruction. TheTXB in-
struction takes the first three components of its source vector
and maps them tos, t, and r. These coordinates are used
to sample from the specified texture target on the specified
texture image unit in a manner consistent with its parame-
ters. Additionally, the fourth component of the source vector
is applied to equation (1) as f ragmentbias to further bias the
LOD [OPENGL Architectural Review Board 2003]:

λ (x,y) = log2[ρ(x,y)]+ (1)

clamp(texob jbias+ texunitbias+ f ragmentbias)

The resulting sample is mapped to RGBA and written to the
result vector. Unlike multitexturing, this rather elegantap-



proach does not require explicit blending. Instead, the appro-
priate mipmap level (bias) is obtained directly at each frag-
ment. Note that if the degradation map is allowed to change
dynamically, fragment programming allows dynamic visual
field representation, e.g., allowing multiple “Regions Of In-
terest” (ROIs) which could be used for pre-attentive display
purposes [Duchowski and McCormick 1995].

Figure 10: Illustration of per-fragment mipmap LOD bias
selection.

Another rather powerful but as yet unexploited benefit of
fragment programming is the potential for gaze-contingent
color degradation. This is achieved by the use of a 4-channel
degradation mask. Since only one channel (the alpha chan-
nel) is needed for resolution degradation, it is natural to use
the remaining RGB channels to represent color degradation
maps. Hence color degradation can be independently con-
trolled in RGB color-space. Since each of the RGB channels
is itself a normalized image, color can simply be degraded by
scaling the given pixel’s color according to the scalar found
in the corresponding RGB channels, e.g., (inCg syntax)

rgb2grey = f loat4(0.299,0.587,0.114,1.0);

color = rgba.xyz∗m.xyz+ (2)

dot(rgb2grey.xyz,(rgba.xyz∗ (1−m.xyz))),

wherergba is the texture sample,rgb2greyis the constant lu-
minance conversion coefficient vector, andm is the arbitrary

4-channel visual field mask. Equation (2) simply interpolates
a pixel’s output color between its full color (original) and
its luminance. Due to the independence of the RGB degra-
dation channels, this offers a rather powerful technique for
exploring perceptual effects of peripheral color degradation.
While peripheral visual acuity (and contrast sensitivity) have
been studied widely, peripheral color acuity has not. Thus
the hardware-accelerated fragment programming technique
offers considerable flexibility for future perceptual research.

Source code for a simpleGLUT example is available on
the web:<http://andrewd.ces.clemson.edu/gcd/> The cur-
rent GCD code has been tested via both mouse- and eye-
controlled foveal window and runs well above hardware dis-
play rates, i.e., 60 fps. The code has also been extended to
display video streams by interfacing with a video loading
library (xine-lib).2 Because ofgluBuild2DMipmaps()
hardware subsampling of a given image, we have found that
the GCD code is sufficiently fast for real-time video degrada-
tion (display rates have informally been measured well above
60 fps). This suggests that for gaze-contingent display, im-
age processing no longer poses a significant bottleneck, ob-
viating the need for image pre-processing or storage.

7 Eye Tracking Technology

The above multitexturing and fragment programming tech-
niques for gaze-contingent viewing are presented indepen-
dent of eye tracker software. To fully implement a GCD, all
that is necessary is to equip the main rendering loop with
code that obtains the instantaneousx,y coordinates of the the
user’s gaze and applies these to the required translation of
the foveal mask.

Eye tracker technology has advanced significantly since
its modern inception in the early 20th century. From the
first method of eye tracking using corneal reflection in 1901,
through the use of contact lenses in the 1950s, today’s eye
trackers generally employ analog video-based eye tracking
techniques developed circa the 1970s [Duchowski 2003].
Consider eye trackers within the following taxonomy:

1. First generation: eye-in-head measurement of the
eye consisting of techniques such as scleral contact
lens/search coil, electro-oculography;

2. Second generation: photo- and video-oculography;

3. Third generation: analog video-based combined
pupil/corneal reflection.

The most salient form of eye tracking output is estimation
of the projected Point Of Regard (POR) of the viewer. First
and second generation eye trackers generally did not pro-
vide this type of information (the latter almost does but here
video-oculography is lumped into second generation systems
since, within this taxonomy, eye movement analysis relied

2<http://xine.sf.net/>

http://andrewd.ces.clemson.edu/gcd/
http://xine.sf.net/


Table 1: Functional eye tracker comparison.
legacy systems state-of-the-art

Technology analog video digital video
Calibration 5- or 9-point, tracker-controlled any number, application-controlled
Optics requires focusing/thresholding automatic
Communication serial TCP/IP (client/server)
Synchronization status byte word API callback

on frame-by-frame visual inspection of photographs or video
frames and did not allow easy POR calculation). So-called
video-based combined pupil/corneal reflection eye trackers
easily provide POR calculation following calibration, and
are todayde rigeur. Due to the availability of fast analog
video processors, these third-generation eye trackers areca-
pable of delivering the calculated POR in real-time. How-
ever, eye tracking technology is about to undergo its next
evolution. Fourth-generation eye trackers, which are justbe-
ginning to appear on the market, are starting to make use of
digital optics. Coupled with on-chip Digital Signal Proces-
sors (DSPs), eye tracking technology stands to significantly
increase in usability, accuracy, and speed while decreasing
in cost.

While the latter part of the above prediction has not yet
materialized, the former three points have. The state of to-
day’s technology can best be summarized by a brief func-
tional comparison of equipment available about 5 years ago
and today’s state-of-the-art given in Table1.

In general, most eye tracking applications perform the fol-
lowing [Duchowski 2003]:

1. Connection: establish connection with the eye tracker
(e.g., serial port or TCP/IP).

2. Calibration: display calibration points at the appropri-
ate location and time.

3. Synchronization: display stimulus at the appropriate
time (the eye tracker should be able to inform the ap-
plication program of its state, or vice versa).

4. Data streaming: use eye tracker to capture data and/or
update the stimulus scene in a gaze-contingent manner.

An example of a fourth-generation eye tracker is avail-
able fromTobii Technology AB[2003]. The Tobii 1750 eye
tracker can be configured in several ways, one of which is
acting as a server for a (possibly remote) eye tracking client
application. The benefit of this organization is platform in-
dependence since communication between client and server
occurs over TCP/IP. Platform independence is true for an
eye tracker communicating via a serial cable as well, al-
though serial communication requires relatively closer prox-
imity between the eye tracker and application computer. An
example configuration with an application computer (e.g.,
Linux PC) connected to the Tobii eye tracker is shown in
Figure11.
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