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Lech Świrski, Neil A. Dodgson
Computer Laboratory

University of Cambridge
Krzysztof Krejtz∆κ, Izabela Krejtz∗

∆Department of Psychology, ∗Interdisciplinary Center for Applied Cognitive Studies
University of Social Sciences and Humanities,

κInformation Processing Institute

(a) Wheatstone-style haploscope used for the virtual environment. (b) Dikablis/Vicon system used for the physical environment.

Figure 1: Virtual and physical environments used in the study to compare vergence estimates.

Abstract

We show that the error in 3D gaze depth (vergence) estimated from
binocularly-tracked gaze disparity is related to the viewing distance
of the screen calibration plane at which 2D gaze is recorded. In
a stereoscopic (virtual) environment, this relationship is evident
in gaze to target depth error: vergence error behind the screen is
greater than in front of the screen and is lowest at the screen depth.
In a physical environment, with no accommodation-vergence con-
flict, the magnitude of vergence error in front of the 2D calibration
plane appears reversed, increasing with distance from the viewer.
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1 Introduction

Duchowski et al. [2011; 2012] have reported an increase in mean
signed and squared vergence error with distance from the screen
when measuring eye-tracked gaze depth while viewing stereoscopic
displays. Their analysis of signed error (based on gaze disparity
measured at the screen) shows a bias toward underestimation of
target visual distance both in front of and behind the screen. Such
findings may be relevant to the breadth of research documenting un-
derestimation of reaching distance in similar (virtual) environments
[Napieralski et al. 2011; Kellner et al. 2012]. Distance estimation
in reaching tasks when looking at stereo objects (touching objects
displayed with positive or negative stereoscopic parallax, i.e., dis-
parity, on a 2D surface) induces more imprecision than touching
objects with zero parallax [Valkov et al. 2011].

Vergence error may be biased toward the fixed accommodative dis-
tance of the display, however, it is also a function of the depth es-
timate itself, which is derived relative to the 2D calibration plane
of the eye tracker. In this paper we compare gaze measured binoc-
ularly when viewing a haploscope in virtual reality to gaze mea-
sured binocularly when performing a similar task in physical real-
ity. Along with comparison of vergence error at different depths, we
detail techniques developed for gaze data analysis using a first-of-its
kind, commercially available binocular head-mounted eye tracker.

We make three contributions related to gaze depth measurements
in the physical environment: (1) the distance to the 2D calibration
plane is critical as it bears on subsequent estimation of gaze depth;
(2) although highly correlated with each other, a vector-based gaze
depth estimate appears more accurate than one based on dispar-
ity as the latter appears to inflate error magnitude; (3) contrary to
the virtual stereoscopic display, the magnitude of vergence error in
physical reality appears to increase with distance from the viewer.

1

http://dx.doi.org/10.1145/2578153.2578168


To appear at ACM ETRA ’14.

2 Previous Work

Daugherty et al. [2010] were one of the first to use a commod-
ity desktop binocular eye tracker to measure gaze vergence. Ear-
lier efforts also measured vergence, but they used more specialized
equipment [Essig et al. 2004; Medlin 2003; Duchowski et al. 2002].
More recently, using commodity eye trackers, Wang et al. [2012]
provided details regarding estimation of gaze depth along with as-
sociated signal filtering and 3D eye tracker calibration techniques.

Gaze depth, i.e., vergence, can be measured via spatial triangu-
lation [Pfeiffer 2010]. The geometry of the approach is given by
Wang et al. [2013]. If a binocular eye tracker delivers two on-screen
gaze points, (xl, yl) for the left eye and (xr, yr) for the right, then
the horizontal disparity ∆x=xr−xl is sufficient to estimate gaze
depth z [Duchowski et al. 2011]. For a review of eye-tracked 3D
gaze estimation, see Pfeiffer [2012] and Essig et al. [2012].

In this paper, we compare 3D gaze estimation via triangulation in
two environments: a screen-based haploscope constituting a stereo-
scopic virtual environment display and a screen-less environment
composed of physical (planar) targets. Gaze depth in the physical
environment is, to our knowledge for the first time, computed via
spatial triangulation from two separate gaze data streams, each pro-
viding (xl, yl) and (xr, yr) gaze points mapped from two separate
(head-mounted) eye cameras to a common scene camera reference
frame. The homography is computed by the eye tracker vendor’s
proprietary software. We describe the left and right gaze stream
synchronization with computation of gaze depth, and report on gaze
depth error computed to physical targets identified in the scene cam-
era. We compare the error to that measured on the haploscope with
a similarly arranged virtual scene.

3 Technical Development

We used two eye-tracking systems to binocularly measure gaze
from which we computed a gaze depth (vergence) estimate: a
stereoscopic display projecting a virtual scene; and a physical scene
with targets arranged to resemble those shown virtually.

3.1 Apparatus

The virtual environment was displayed on a Wheatstone-style hap-
loscope, first reported by Bair et al. [2006], shown in use in Fig-
ure 1(a). It consists of two high-resolution IBM T221 “Big Bertha”
LCD monitors driven by two NVidia Quadro FX 5800 graphics
cards installed in an Intel Xeon E5502 Dualcore PC running the
CentOS operating system. Both displays are set on a track, sitting
172 cm apart on opposite sides of two small mirrors angled at 45◦

from the medial axis. The screens are 48 cm wide and 30 cm high
(16:10), with a screen resolution of 3840×2400, or 9.2 million pix-
els. The screens are set at a viewing distance of 86.36 cm from
the nominal eye point. The visual angle subtended by one pixel
is about 0.5 arc minutes, corresponding closely to the foveal res-
olution of the eye [Campbell and Green 1965]. For stereoscopic
display, images were rendered assuming an eye separation of 6.3
cm, with a viewing frustum corresponding to the physical setup.
The monitors and mirrors are carefully aligned so that when look-
ing into the mirrors, the images on both monitors are fused into a
single virtual image.

Eye tracking cameras (monocular) from LC Technologies are
mounted beneath each monitor, part of the Eyegaze System that
is used to image the viewer’s eyes as seen by the cameras in the
mirrors. According to the manufacturer’s brochure, each camera
operates at a 60 Hz sampling rate with an accuracy of < 0.4◦.

Figure 2: Vicon’s physical environment model (c.f. Figure 1(b)).

The physical environment was constructed by placing four visual
targets on a flat surface in front of the viewer (see § 4), shown in
Figure 1(b). The eye tracker used in this environment is the Dik-
ablis from Ergoneers. The unit is head-mounted, custom-built with
binocular cameras, one pointing at each eye from below. Each eye
camera operates at 25 Hz, and according to the manufacturer, mea-
sures gaze direction with an accuracy < 0.5◦. A third camera faces
forward, capturing the scene in front of the viewer.

The Dikablis eye tracker is meant to interface with Vicon’s motion
capture system so that gaze direction can be retrieved in a model
of the 3D world captured by Vicon’s cameras. Four Vicon T40-
S cameras were placed 320 cm in front of and facing the viewer.
According to the manufacturer, each of the T40-S cameras has res-
olution of 4 megapixels, and functions at maximum frame rate of
515 frames per second. Vicon’s cameras capture the motion of ob-
jects in their field of view when adorned with infra-red reflective
markers. The Dikablis headband is outfitted with plastic “antlers”
housing 6 such markers (3 on each side) that sit roughly at one’s
forehead, which provide position and orientation information rel-
ative to Vicon’s 3D world origin. Each of the visual targets used
in the experiment was also adorned with three such infra-red re-
flective markers, affixed to its back surface that faced the cameras.
Although Vicon’s Tracker (v2.0) software was used to record 3D
world and gaze data captured in the experiment (see Figure 2), in
this paper we discuss gaze depth estimation which we computed
only from the data recorded by Dikablis.

3.2 Vergence (Depth) Estimation from Gaze Disparity

Gaze depth z is derived relative to the screen, taking the screen cen-
ter as the origin, and assuming that the viewing position is aligned
with the screen center. The viewing distance D to the screen is
measured and set dependent on the apparatus used. Inter-ocular
distance α can be assumed to be constant at 6.3 cm [Smith and
Atchison 1997]. Although eye separation varies across individuals
[Dodgson 2004], and significantly affects spatial triangulation, for
a fixed-screen display a 3D calibration procedure is used to accom-
modate for this variation [Wang et al. 2013] (see below).

Given gaze disparity ∆x = xr − xl, the disparity induced gaze
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Figure 3: 2D calibration of the Dikablis system.

depth z in screen-centered coordinates is given by

−z
∆x

=
D − z
α

⇒ z =
∆xD

∆x− α, (1)

where z=0 denotes gaze depth at the screen plane, with z positive
in front of the screen, and negative behind.

3.3 2D and 3D Calibration on the Wheatstone

Prior to commencing experimental trials on the haploscope, each
participant first completed a 13-point 2D calibration, which is stan-
dard on the eye tracking vendor’s system. 2D calibration produces
2D gaze coordinates (xl, yl) and (xr, yr) which are then used to
estimate gaze depth z with Eq. (1).

Wang et al. [2012] showed that estimated gaze depth can be noisy,
and prone to estimation errors. To reduce these effects, they intro-
duced online filtering followed by a first order online calibration
for smoothing and adjusting gaze depth. We implement their filter-
ing and 3D calibration, which follows successful completion of 2D
calibration. Each viewer is asked to visually pursue a calibration
point (a simple sphere) translating through space along a Lissajous-
knot path. Collection of calibration data takes 40 seconds, dur-
ing which the sphere’s position p(t) = (x(t), y(t), z(t)) changes
with time t in seconds, according to p(t) = A cos(2π f t + φ),
with component amplitude A = (9, 5, 20) cm, frequencies f =
(0.101, 0.127, 0.032) Hz, and phase angles φ = (0◦, -90◦, 57◦).
Letting S =

[
siz

]
denote the known depth coordinates of the cal-

ibration sphere, zi the measured depth coordinates computed by
Eq. (1) from the filtered disparity measurements at each time sam-
ple i, and letting B =

[
b0 b1

]
be unknown coefficients, a first

order model S =
[

1 zi
]
B is used to effect calibration, which

minimizes errors due to systematic shift (from z = 0) and depth-
scale errors. The general solution for estimation of B relies on
Lagrange’s method of least squares, or the multivariate multiple re-
gression model (see Wang et al. [2012; 2013] for details).

Online filtering is performed prior to 3D calibration by first clean-
ing horizontal disparity ∆x via an online outlier removal process.
This is done by replacing values beyond two standard deviations
with the most recent valid reading. Common running mean and
running standard deviation computations were used [Brown 1983].
Outlier removal is followed by filtering through an online imple-
mentation of a 6th order Butterworth filter, whose cutoff frequency
was set at 0.15 Hz, against a tracker sampling frequency of 60 Hz
(see Duchowski et al. [2011] for details).

3.4 2D and 3D Calibration on the Dikablis

The binocular Dikablis system streams monocular gaze estimates
for the each of the left and right eyes, as well as the corresponding
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Figure 5: Dikablis gaze estimation.

eye and scene videos to two separate laptops (see Figure 3). Al-
though the data is timestamped by each laptop, we could not guar-
antee that the systems clocks of these computers were well synchro-
nized. Instead, since the scene videos on both laptops originated
from the same camera, we could therefore align the gaze data by
aligning the videos. As the experiments were short, we assumed
that clock skew was negligible, and we only needed to determine
the clock offset. We found this offset by minimizing the sum of
square per-pixel differences between aligned left-scene and right-
scene video frames.

The synchronized Dikablis data provides a left and right gaze point
in the scene video (see Figure 4(a)). As there is no physical screen
on which the tracking is being performed, the relationship of these
gaze points to the 3D gaze location is determined by the initial 2D
calibration. The Dikablis 2D calibration procedure, performed once
for each of the left and right eyes, requires the user to look at four
points on a plane—in our case, points on a wall (see Figure 3). In
effect, this calibration plane then becomes the screen plane, and
so gaze points are the intersections of the gaze vectors with the
calibration plane, projected onto the scene camera’s image plane.

Estimating gaze depth using Eq. (1) requires ∆x, the gaze disparity
on the screen plane. The raw Dikablis data only gives projected
gaze points in pixels, so we first unproject these gaze points onto
the screen plane. The unprojected coordinates (xl, yl) and (xr, yr)
are calculated from the raw coordinates (x̂l, ŷl) and (x̂r, ŷr) as:

xl = x̂lD/f

yl = ŷlD/f

xr = x̂rD/f

yr = ŷrD/f
(2)

where D = 75.44 cm is the unprojection distance (in our case, to
the wall) and f=484.23 pixels is the focal length of the camera.

We found the focal length of the camera using the standard chess-
board camera calibration introduced by Zhang [2000] and imple-
mented in OpenCV. We also used the same method to find the dis-
tortion parameters of the camera, and used these to correct for the
spherical distortion of the Dikablis scene camera (see Figure 4).

Screen distance was obtained by placing a marker of known size on
the calibration wall, and estimating its 3D position using OpenCV’s
Levenberg-Marquardt-based Perspective-n-Point (PnP) solver.

Given the focal length and screen distance, we could then calculate
the left and right screen gaze points using Eq. (2), and calculate
gaze depth from their disparity using Eq. (1). Note that for gaze
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Figure 6: 3D calibration of the Dikablis system.

depth calculation we used D = 78.44 cm to account for an esti-
mated offset from the scene camera (see Figure 5).

We also used a direct gaze vector intersection method to calculate a
second estimate of the gaze depth. We used the left and right gaze
vectors—that is, vectors passing through the corresponding screen
gaze points and eye centers—to compute the intersection of line-of-
sight in 3D space (see Figure 5). Because line-of-sight intersection
is unlikely, gaze depth is estimated as the midpoint of the shortest
line between the gaze vectors [Wibirama and Hamamoto 2013]. We
used the z-coordinate of this gaze point P as the gaze depth ~z.

Dikablis does not provide a 3D calibration and so we did not apply
a type of linear correction to the disparity depth estimate z as we
did for the data recorded on the Wheatstone tracker. However, a 3D
calibration is provided by Vicon. Although we did not use it in our
current analysis, we did collect this data for future investigation. We
quickly review Vicon’s 3D calibration procedure for completeness
in describing the use of this novel system.

Following 2D calibration for each of the left and right eyes, while
the two laptops save the monocular gaze estimate streams to disk
(which is only what we used in the present analysis), they also
stream the data to Vicon’s Tracker software. Once a TCP/IP connec-
tion is established to the Dikablis laptops, both left and right gaze
streams are available to Tracker as eye tracker objects. These in
turn are added and their positions are set relative to the head object

tracked by Tracker (the IR-reflective “antlers” worn by the user).
We used offsets recommended by Vicon, namely {30, 40,−40}
mm for the {x, y, z} left eye offsets and {−30, 40,−40} mm for
the right. Once this is accomplished, 3D calibration can be per-
formed. To do so, for each point added, Vicon’s wand is held at an
arbitrary distance from the user, as shown in Figure 6. Following
3D calibration, gaze vectors are visible emanating from the eyeball
objects, as seen in Figure 2.

To partially match the signal processing used in the Wheatstone ap-
paratus, gaze depths z and ~z collected with Dikablis were filtered
(offline) with a 6th order Butterworth filter, with cutoff and sam-
pling frequencies set to 0.15 Hz and 25 Hz, respectively.

4 Methodology

Participants viewed a simple scene in both virtual and physical en-
vironments, which was designed to appear similarly in both, with
particular attention paid to the relative depths of the visual targets.

Stimulus. The virtual environment consisted of a scene with four
Snellen charts, patterned after the stimulus used by Love et al.
[2009], but arranged so that no chart was occluded by another (see
Figure 7). The targets are arranged at four depths relative to the
(z= 0) screen (from back-to-front): −15, −5, 5, 15 cm, with neg-
ative distances behind the screen. Their horizontal offsets from the
screen center are (from back-to-front): 9.5, 2.5, −3.5, and −9.5
cm, with negative distances left of screen center.

Because stereoscopic displays dissociate the natural coupling be-
tween vergence and focal distance (accommodation) by rendering
images with non-zero disparity (stimulating vergence) at a fixed
display distance [Wann et al. 1995; Wilson 1996; Rushton and Rid-
dell 1999], they have been considered to cause visual discomfort,
with its source tied to eye strain and fatigue [Howard and Rogers
2002; Iwasaki et al. 2009]. We decided to test the efficacy of gaze-
contingent depth-of-field used to blur regions of the display outside
the viewer’s eye-tracked gaze depth [Mantiuk et al. 2011]. Unlike
Mantiuk et al., we do not set the depth-of-field focal plane to the
depth value of the current pixel at the viewer’s gaze point coordi-
nates, rather, we measure depth-of-field focal plane to the estimated
gaze depth z. We were particularly interested in finding whether

(a) Synchronized Dikablis raw data, including left and right gaze
points, with tracked marker corners.

(b) Processed Dikablis data, including gaze point calculation
via disparity (green cross) and gaze vector intersection (blue
cross), marker pose (yellow squares), and current detected gaze
target (green rectangle).

Figure 4: Dikablis data processing.
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(a) Looking at far chart. (b) Looking at near chart.

Figure 7: Snellen eye chart images used in the experiment, shown here in the virtual environment with depth-of-field effect.

this attenuation of peripheral accommodative demand would have
an effect on vergence error in the stereoscopic environment.

The physical environment was constructed by printing out the four
Snellen charts, affixing them to cardboard, and mounting them on
6 inch metallic stands fixed on a flat surface, 6 cm apart side-to-
side, and 10 cm apart in depth. Their approximate distances to
viewers was (from back-to-front): 70, 60, 50, and 40 cm. Taking
the Dikablis calibration plane distance (75.44 cm) into account, the
eye charts were approximately at the following depths relative to
the calibration plane (from back-to-front): 5, 15, 25, 35, so that all
were effectively positioned in front of the calibration plane.

Experimental Design. We were mainly concerned with the
within-subjects comparison of vergence error within the two envi-
ronments. We were also concerned with order effects, i.e., viewing
of the eye charts as well as of exposure to each environment. We
therefore conducted a 2×2×2×2 mixed-design experiment. Our
main within-subjects factor was the apparatus at 2 levels (virtual or
physical). To control for order effects, we randomly assigned half
the participants to start in the virtual environment, the other in the
physical, thus constituting the second between-subjects factor of
apparatus order. Similarly, we controlled for reading order where
half the participants read the charts left-to-right, the other half right-
to-left, giving the third between-subjects factor. Finally, we consid-
ered gaze-contingent depth-of-field as the fourth between-subjects
factor (experienced by half the participants).

We assigned each participant to one of the four following condi-
tions: (A) Wheatstone first, then Dikablis, left-to-right viewing; (B)
Wheatstone first, then Dikablis, right-to-left viewing; (C) Dikab-
lis first, then Wheatstone, left-to-right viewing; (D) Dikablis first,
then Wheatstone, left-to-right viewing. Half the participants saw
the depth-of-field effect, half did not.

Participants. Twenty-one participants took part in the study (10
M, 11 F) with data from two male participants excluded from the
analysis due to procedural problems. Of those included in the anal-
ysis, 9 participants were exposed to the gaze-contingent depth-of-
field effect (5 M, 4 F), and 10 participants were not (3 M 7 F); all
19 thus took part in both virtual and physical environments. For
analysis, data from 4 participants were removed either due to their
outlier characteristics with respect to the main dependent measures
z or ~z,1 or due to missing data caused by procedural errors.

1Outliers are defined above the 3rd or below the 1st quartile ± 1.5 ×
the inner quartile range, respecitvely, as per the standard method used by
R’s boxplot function.

5 Results

In the virtual environment, vergence error is determined by ray cast-
ing the left and right gaze direction bisector. Error is computed as
the signed distance between intersected target depth and gaze depth.
Examples of detected target and gaze depth are shown in Figure 8.

In the physical environment, targets were identified by visual (fidu-
cial) markers attached to the visual stimulus (fiducial markers were
situated beneath the Snellen charts). To calculate gaze error, we
used the 3D positions of these markers as derived from their 2D
positions provided by Dikablis marker tracking software.

Specifically, Dikablis raw data includes 2D marker tracking, which
gives the positions of the four corners of each marker in the scene
video. We used these corners and known marker size to estimate
the 3D position of each marker individually, again using OpenCV’s
PnP solver. To obtain a more robust estimate of marker position,
we wanted to track the entire marker assembly rather than the in-
dividual markers. We first calculated the markers’ fixed positions
relative to each other by averaging the individual marker positions
over the course of the video. We then used these relative positions
as input into the PnP solver to obtain a pose estimate of the entire
marker assembly which included the targets fixated by participants.

To detect which marker a user looked at, we extended the 3D
marker model to include the card on which the marker was printed.
For each marker, we reprojected the 3D card rectangle and the gaze
point onto the scene camera’s focal plane, and performed a simple
point-in-polygon test to determine if the projected gaze point was
within the projected marker card polygon. If it was, we assumed
that the user was looking at that marker. See Figure 9 for visualiza-
tion of the physical model.

5.1 Vergence Errors in the Physical Environment

Pearson’s correlation analysis of the disparity-based depth estimate
z to the vector intersection-based estimate ~z revealed a highly pos-
itive significant coefficient, R = 0.77, t(54) = 8.74, p < 0.01,
suggesting that both methods of error calculation give very simi-
lar relative results across depths. Moreover the correlation coeffi-
cient for z and ~z at different target depths increases systematically:
R(12) = 0.59 at 5 cm, to R(12) = 0.77 at 15 cm, to R(12) = 0.82
at 25 cm, to R(12)=0.90 at 35 cm (see Figure 10). Fisher’s r-to-z
transformation was used to test for statistical significance between
correlation coefficients. No significant differences were detected.
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Figure 9: A 3D visualization of the processed Dikablis data. The
red and pink lines are the gaze lines, the yellow rectangles are the
markers and the blue surface is the screen plane.
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Figure 10: Correlations between z and ~z at target depths.

5.2 Vergence Errors: Physical vs. Virtual Environment

The influence of target depth on vergence error was examined via
a series of one-sample t tests conducted to gauge whether vergence
errors differed significantly from the expectation of no error (zero
error). Analyses were performed separately in the virtual and phys-
ical environments, with separate evaluation of z and ~z in the latter.

Results from measurements obtained on the Wheatstone suggest
greater signed vergence error with negative conflict (stereo con-
flict behind the screen) than positive conflict (stereo in front of the
screen). Vergence errors (M = 7.76, SE = 2.42) at −15 and 15
cm depths (M = −6.66, SE = 2.41) were significantly different
from zero, while differences at −5 (M = 4.22, SE = 2.61) and 5
cm (M = 1.8, SE = 2.19) were not (see Figure 11 and Table 1).
This is likely because small errors in gaze disparity (convergence
or divergence) lead to large errors in the vergence estimate.

A one-way within-subjects ANOVA was used to check for signif-
icant differences in vergence errors at different depths in the vir-
tual environment. The main effect of target depth was significant,
F (3, 33) = 12.22, p < 0.01. The following pairwise comparisons
with Bonferroni correction revealed significantly different errors
between depths of 5 and 15, -5 and 15, and between 15 and -15
cm. Results generally corroborate previous findings of signed ver-
gence error on stereoscopic displays [Wang et al. 2013].

Similar analyses were conducted on the Dikablis for both errors
z and ~z. For error z, all were significantly smaller than zero at
all depths (see Table 1 and Figure 11). The following one-way
within-subjects analysis of variance comparing mean errors be-
tween all depths showed that they differed significantly, F (3, 39)=
10.11, p < 0.01. Pairwise comparisons with Bonferroni correc-
tion revealed significant differences (p<0.01) between depths of 5
(M =−24.86, SE = 5.60) and 35 cm (M =−7.69, SE = 2.79),
as well as between 35 and 15 cm (M =−24.59, SE = 4.54), and
between 35 and 25 cm (M =−16.53, SE= 3.34). The remaining
differences were not significant.

According to t tests, vergence error ~z is significantly different from
0 at depths of 5, 15, and 25 cm, but not at 35 cm (see Table 1 and
Figure 11). Analysis of variance revealed a significant main effect
of target depth, F (3, 39) = 8.88, p < 0.01. Pairwise comparisons
with Bonferroni correction showed that ~z errors differ significantly
between targets at 5 (M =−13.26, SE = 3.46) and 35 cm (M =
0.42, SE = 3.16), 15 (M =−14.13, SE = 3.06) and 35 cm, and
25 (M=−9.01, SE=3.25) and 35 cm, and 15 cm vs. 25 cm.

(a) Viewing right-to-left without depth-of-field. (b) Viewing right-to-left with depth-of-field. (c) Viewing right-to-left.

Figure 8: Vergence error computed on: (a) & (b) Wheatstone; and (c) Dikablis.

6



To appear at ACM ETRA ’14.

Depth Wheatstone Dikablis z Dikablis ~z
-15 t(11)=3.21, p<0.01
-5 t(11)=1.61, n.s.
5 t(11)=0.82, n.s. t(13)=−4.44, p<0.01 t(13)=−3.83, p<0.01

15 t(11)=−2.76, p<0.02 t(13)=−5.42, p<0.01 t(13)=−4.62, p<0.01
25 t(13)=−4.95, p<0.01 t(13)=−2.77, p<0.02
35 t(13)=−2.76, p<0.02 t(13)=0.13, n.s.

Table 1: Vergence error comparisons to expectation of no (zero) error at different target depths.
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Figure 11: Vergence error at target depths, relative to screen plane.

On average, comparing vergence error between apparatus types,
combining errors z and ~z on the Dikablis, a one-way within-
subjects ANOVA with apparatus treated as a fixed factor reveals a
significant main effect of apparatus F (1, 13) = 14.01, p < 0.01,
showing that signed vergence error on the Dikablis was signifi-
cantly greater (M = −8.99, SE = 1.76) than on the Wheatstone
(M=1.54, SE=1.33), when considering error magnitude.

5.3 Effects of Reading and Apparatus Orders

Between-subjects ANOVAs were conducted to test the influence of
reading order on vergence error, revealing the main effect of reading
order was not significant, F (1, 10)<1. The influence of apparatus
order on vergence error was tested via between-subjects one-way
ANOVAs with reading order as the independent variable. Results
showed a main effect of apparatus order at a statistical tendency
level, F (1, 12) = 4.63, p= 0.058, with signed vergence error gen-
erally greater (M =−0.16, SE= 3.21) when the Wheatstone was
used ahead of the Dikablis (M=−6.55, SE=3.35).

5.4 Effect of Depth-Of-Field on Vergence Error

To test the influence of depth-of-field (DOF) on vergence error,
a two-way mixed-design 2 × 4 ANOVA was conducted. In this
analysis target depth was treated as a within-subjects factor and
depth-of-field a between-subjects factor. The dependent variable
was the magnitude of error based on disparity. For the analysis we
have used only data from the Wheatstone since the manipulation
of DOF was performed only on this apparatus. The main effect
of DOF reached significance, F (1, 10) = 8.07, p < 0.02, with

the magnitude of vergence error significantly lower with depth-
of-field absent (M = −3.13, SE = 1.57) than when present
(M =5.29, SE=1.88). Analysis also revealed a significant effect
of target depth, F (3, 30) = 11.52, p < 0.01, consistent with previ-
ous analyses (see above). The interaction effect of DOF and target
depth was not statistically significant, F (3, 30)=1.77, p>0.1.

6 Discussion, Limitations, and Future Work

Vergence error estimates in the physical environment (z and ~z) cor-
relate better as target depth increases from the 2D calibration plane,
i.e., as target depth decreases from the viewer. As negative disparity
i.e., when xr−xl< 0, increases (due to convergence in this case),
the estimate of gaze depth improves. As in the virtual environment,
small errors in gaze disparity lead to large errors in the estimate.

Results suggest that vergence error is relatively larger when view-
ing the physical setup (in front of the calibration plane) than when
viewing the stereoscopic display (when objects are projected in
front of the screen). In the physical setup, where there is no
accommodation-vergence conflict, vergence error is greatest at the
target that is closest to the calibration plane (at z = 5) but farthest
away from the viewer (at approximately 70 cm; see Figure 11).

Why should vergence error in the physical environment increase
(away from the viewer) toward the screen plane? In the absence
of a display screen, perhaps vergence mimics underestimation of
reaching response observed by Napieralski et al. [2011]. In near
space (distance up to an arm’s length), underestimation of physical
reach responses to targets increases according to a linear regression
model with slope 0.77 and intercept 0.02. For example, at half
arm’s distance, reach responses underestimated target distance by
0.77 × .5+0.02 = 0.41 meaning the distance to target is underes-
timated by 9%. Meanwhile, at full arm’s distance, target distance
is underestimated by 21%. This makes sense intuitively as one is
likely to make better distance judgments at closer distances [Cut-
ting and Vishton 1995]. Although this was not expected at the out-
set, vergence estimates may reflect this in near space and may be
more error-prone at farther distances. When looking at a display,
however, vergence may be mediated by the screen distance.

A more careful comparison of vergence at similar target depths is
needed. The initial goal of the study was to compare vergence er-
ror in both physical and virtual environments at comparable target
depths. Physical targets were set in near space because we were
concerned about the Dikablis system being able to locate the fidu-
cial markers used to identify visual targets. We limited the distance
of both the farthest physical eye chart and the calibration plane to
just beyond arm’s reach. At the outset, the importance of the dis-
tance to the calibration plane was not evident. Misalignment of the
physical targets to their virtual counterparts is clearly a limitation of
the present study. Future experiments comparing vergence as com-
puted from binocular disparity must carefully consider the relative
distances to the planes at which initial gaze disparity is calculated.
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7 Conclusion

The disparity-based estimate of gaze depth, while seemingly ap-
propriate in stereoscopic virtual reality, appears to inflate vergence
error to targets in physical reality. Although distance to the 2D cal-
ibration plane in both environments affects both estimates, when a
physical fixed accommodation screen is absent, vergence computa-
tion should rely on the vector-intersection model.
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