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Figure 1: The original geometry is sampled via ray casting, silhouette edges are identified, and the peripherally degraded image is displayed.

Abstract

A nonisotropic hybrid image-/model-based gaze-contingent render-
ing technique utilizing ray casting on a GPU is discussed. Empiri-
cal evidence derived from human subject experiments indicates an
inverse relationship between a peripherally degraded scene’s high-
resolution inset size and mean search time, a trend consistent with
existing image- and model- based techniques. In addition, the data
suggest that maintaining a target’s silhouette edges decreases search
times when compared to targets with degraded edges. Benefits of
the hybrid technique include simplicity of design and parallelizabil-
ity, both conducive to GPU implementation.
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Generation—Display algorithms; 1.3.6 [Computer Graphics]:
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1 Introduction

The contributions of this paper are the development and experimen-
tal evaluation of a hybrid image-/model-based nonisotropic gaze-
contingent rendering technique. This method, based on ray cast-
ing, is particularly well suited to implementation on modern pro-
grammable GPUs. The evaluation takes the form of a human sub-
ject experiment involving a visual search task, the results of which
are compared to previous gaze-contingent rendering experiments.
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The idea of gaze-contingent rendering is not new, with military
applications assuming some of the earliest instances [Duchowski
2007]. Since early forays into gaze-contingent rendering, signifi-
cant progress has been made in exploring both the extent of periph-
eral degradation permitted by the Human Visual System (HVS),
and the algorithms used to perform that degradation. The field has
become dominated by two approaches in particular: image-based
rendering and model-based rendering. This paper introduces a third
technique which combines the strengths of both image- and model-
based rendering in a manner conducive to implementation on mod-
ern graphics hardware.

The paper is organized as follows. Section 2 explores the two diver-
gent approaches taken in gaze-contingent rendering. The unifica-
tion of these disparate techniques is discussed in Section 3. Details
regarding the experimental paradigm, data collection, and analysis
are presented in Section 4, with the results, discussion, and conclu-
sions appearing in Sections 5, 6, and 7, respectively.

2 Background

Gaze-contingent rendering exploits the human visual system’s re-
duction of peripheral sensitivity to several visual attributes, with
the goal of improving rendering performance. The measurement
of performance can be ambiguous, but usually falls into two cate-
gories: visually or functionally imperceptible degradation.

Visually imperceptible degradation attempts to reduce peripheral
information in a manner that cannot be distinguished from a non-
degraded version. This stringent approach requires strict adherence
to all aspects of the HVS simultaneously. Use of visual impercep-
tibility as a performance metric is typically applied to evaluation of
the HVS itself; e.g., empirical determination of a function describ-
ing the imperceptible extent of peripheral chromatic degradation.

Functionally imperceptible degradation takes a more practical ap-
proach by interpreting imperceptible degradation to mean that the
reduction in peripheral information does not result in reduced task
performance. This less rigid stance allows much greater flexibility
in manipulating the HVS as it is focused on exploiting, rather than
deriving, fundamental HVS knowledge.
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2.1 Image-based GCD

An image-based Gaze-Contingent Display (GCD) is particularly
well suited to exploring the perceptual limits of the HVS. Imple-
mentation typically involves application of a convolution filter to a
pre-rendered full resolution image. This simplifies not only the pro-
gramming aspect, as 2-D filtering is relatively simple, but also the
experimental aspect, since starting with an ideal image allows the
experimenter to focus on manipulating a single perceptual variable
of the HVS.

Sophisticated approaches have been developed for image and video
coding [Parkhurst and Niebur 2002; Reingold et al. 2002; Geisler
et al. 2006; Duchowski and Coltekin 2007]. For screen-based ren-
dering the work of Watson et al. [1997] is particularly relevant. The
authors studied the effects of LOD peripheral degradation on visual
search performance. Both spatial and chrominance detail degra-
dation effects were evaluated in head mounted displays. To sus-
tain acceptable frame rates, two polygons were texture mapped in
real-time to generate a high resolution inset within a low resolution
display field. The authors suggested that visual spatial and chromi-
nance complexity can be reduced by almost half without degrading
performance.

In a similar approach, Reddy [1998] used a view-dependent screen-
based LOD technique to evaluate both perceptual effects and sys-
tem performance gains. The author reported a perceptually modu-
lated LOD system which affords a factor 4.5 improvement in frame
rate. It is not entirely clear how the LOD model was constructed,
i.e., what was the method of degradation.

More recently, Watson et al. [2004] point out that speed improve-
ment may be limited if only a sub-threshold approach is used to
reduce detail.

By filtering out high frequency information in the periphery, image-
based GCD can also offer a performance enhancement. The in-
crease in image compressibility gained through peripheral degrada-
tion can be exploited to improve bandwidth utilization for image
transmission [Bergstrom 2003].

Despite recent interest, real-time computational benefits of image-
based GCD are lacking. Unless used for remote display, there can
be no improvement in render time when the first step is to render the
scene in full resolution, and the second is to apply a full screen con-
volution filter. Indeed, outside its uses in psychophysical research
and image transmission, image-based GCD offers no practical ben-
efit per se. Model-based GCDs attempt to address the desire for
render time efficiency.

2.2 Model-based GCD

A model-based GCD can significantly improve render time by re-
moving mesh geometry which is not perceived by the user. The
reduced complexity of geometry to be rendered is either generated
from the original mesh through a series of edge collapses or vertex
decimations, or is built up from a base mesh until it satisfies the
requirements of the HVS. Whether using a top-down or bottom-up
approach, model-based GCD typically requires significant process-
ing, either as a preprocessing step or at run-time, but can provide a
net speedup in rendering time [Luebke and Erikson 1997].

Simplification of geometric objects to reflect perceptual limits is a
widely used technique, dating back to Clark’s [1976] description of
Level Of Detail (LOD) rendering, wherein an object’s screen area
coverage is used as a metric to select one of several pre-computed
reduced resolution meshes for display. This technique is currently
used in applications ranging from animation rendering to virtual

reality; however, the approaches used to generate the reduced reso-
lution meshes typically result in isotropic, or uniform, object sim-
plification.

LOD rendering has also been used in model-based GCD. Ohshima
et al. [1996] proposed a scheme considering three visual character-
istics: central/peripheral vision, kinetic vision, and fusional vision.
The LOD algorithm generated isotropically degraded objects at dif-
ferent visual angles. Although the use of a binocular eye tracker
was proposed, the system as discussed used only head tracking as a
substitute for gaze tracking.

Traditional LOD is clearly beneficial when rendering for a standard
display paradigm; the use of isotropic object degradation for GCD
is suboptimal. Uniform mesh degradation assumes uniform per-
ceptual discrimination across the entire field of view. In this case,
traditional LOD schemes will display an LOD mesh at its full res-
olution even though the mesh may cover the entire field of view.
Since acute resolvability of human vision is limited to the foveal
5°, object resolution need not be uniform within a gaze-contingent
context. This is the central tenet of gaze-contingent systems.

An alternative to isotropic LOD, multiresolution mesh modeling
techniques suitable for gaze-contingent viewing have been devel-
oped [Zorin and Schroder 2000]. Multiresolution modeling allows
the possibility of rendering meshes that are non-isotropically de-
graded by selecting the geometry to display from a hierarchy of
meshes based on the angle subtended from the Point Of Regard, or
POR. Techniques range from multiresolution representation of arbi-
trary meshes to the management of LOD through peripheral degra-
dation within an HMD, where gaze position is assumed to coincide
with head direction [Lindstrom et al. 1996; MacCracken and Joy
1996; Hoppe 1997; Zorin et al. 1997; Schmalstieg and Schaufler
1997].

Danforth et al. [2000] developed a non-isotropic gaze-contingent
multiresolution terrain navigation environment. A surface, repre-
sented as a quadrilateral mesh, was divided into fixed-size (number
of vertexes) sub-blocks, allowing rendering for variable LOD on
a per-sub-block basis. Resolution level was chosen per sub-block,
based on viewer distance. The resolution level was not discrete; it
was interpolated between the pre-computed discrete levels to avoid
“popping” effects. The approach used is reasonably effective; how-
ever, it is not clear whether the technique is applicable to arbitrary
meshes.

Rather than decimate existing geometry, Murphy and Duchowski
[2001] constructed a mesh in real-time from a base mesh. Distance
from the POR indicated how much geometry was to be added to the
mesh, with additions being made from a hierarchy of intermediate
forms.

Unfortunately, model-based GCDs lack the inherent implementa-
tional simplicity of image-based GCDs. Reconstruction of mesh
geometry, either through decimation of the original mesh or recon-
stitution of a base mesh, is an issue of local mesh connectivity; how-
ever, maintaining the global perceptual requirements makes the uti-
lization of model-based GCD a non-trivial task. Moreover, model-
based LOD manipulation may not be applicable to arbitrary meshes
and may require constraints on mesh connectivity (e.g., 2-manifold)
or mesh reparameterization [Luebke et al. 2000].

In an effort to provide the implementation ease of image-based
GCDs, while offering hope of render time efficiencies correspond-
ing to a model-based GCD, a hybrid approach is discussed in the
following section. The technique is similar to an early implementa-
tion by Levoy and Whitaker [1990], in which the authors ray traced
volumetric data in a perceptually adaptive manner. Although rays
were not cast in accordance with any particular HVS function, the
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number of rays cast increased at the POR and decreased with in-
creasing visual angle according to a Gaussian function. The re-
sulting samples were used to index a 2-D mipmap of images and
combined to construct the final image.

3 Hybrid Image- /Model- based GCD

The goal of the hybrid technique is to non-destructively sample
scene geometry in a manner consistent with the limits of the HVS.
This is achieved using ray casting, with ray distribution conforming
to the angular frequency dictated by a Contrast Sensitivity Function
(CSF). The ray casting and CSF combination allows non-isotropic
(within mesh) degradation without directly manipulating mesh ge-
ometry (edge collapse or vertex decimation). An intermediate mesh
existing between the eye position and the scene geometry provides
both a direction vector for the rays and storage for the resulting
ray/primitive intersection data. Further refinement of the interme-
diate mesh is performed to maintain silhouette edges. The interme-
diate mesh is ultimately rendered in place of the scene geometry.

3.1 Contrast Sensitivity Function

A contrast sensitivity function attempts to describe the amount of
detail visible at increasing angular separation from the point of re-
gard (e.g., see Luebke and Hallen [2001]). Contrast is a difference
in luminance, typically the difference in reflected light levels be-
tween adjacent triangles. A CSF is usually expressed in units of
cycles per degree, which in the case of the hybrid technique refers
to the number of pixels that can be discerned at a particular distance
from the POR.

Creation of a perceptually based intermediate mesh, defining points
through which rays are cast, is achieved using a discretized approx-
imation of an empirically derived contrast sensitivity function. This
is created using a rearrangement of the contrast threshold function
explored by Geisler and Perry [1998]. The derivation starts with the
contrast threshold equation:

e+eg)

CT(f,e) = CToexp(af o

ey
where f is the spatial frequency in cycles per degree, e is the visual
angle with respect to the POR (eccentricity), CTp is the minimum
contrast threshold, « is the spatial frequency decay constant, and
ez is the half-resolution eccentricity. Geisler and Perry determined
values for CTo = 1/64, & = 0.106, and e2 = 2.3, empirically.

By setting the left hand side of (1) to the maximum contrast
possible, i.e., 1 (unity), and rearranging terms we obtain: e =
(e2/af)In(1/CTo) — e2. The resulting contrast sensitivity func-
tion provides the eccentricity at which a given spatial frequency f
no longer contributes to perception. In order to construct a spatial
frequency map for a monitor’s display it is necessary to compute e
at coordinates (x, y). Rearranging terms again gives:

€2 ln(l / C To)
a(e(z,y) +e2)
The resulting spatial frequency map is shown in Figure 2. This map
guides the sampling rate of the intermediate mesh by dictating the

minimum cycles per degree at a particular point on the screen. The
CSF-based ray mask generation process is as follows.

flz,y) = (€5

The first step is the creation of a 1-D array of pixel values represent-
ing rays to cast along the positive x-axis. The ratio between pixel
extent and physical extent of the display is determined, allowing the
eye/screen distance to be mapped into pixel space. With this infor-
mation a set of equations representing the spatial frequency of cast-
ing a ray through every pixel (every two pixels, every three pixels,
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Figure 2: Plot of minimum sampling rate derived from the CSF,
with superimposed discretized version used to guide ray casting (at
53 cm viewing distance).

etc.) can be generated. These equations, in units of Pixels Per De-
gree (PPD), are obtained via: PPD(n) = tan (1.0)/n,n € [1..17].

The intersection points between this set of equations and (2) indi-
cate pixel spacing transitions in the 1-D array. The 1-D array is
populated by inserting every integer from 0 to the first intersection
point, then every second integer from the first intersection to the
second intersection, and so forth until a value in the 1-D array ex-
ceeds the maximum screen extent.

The second step is to generate the 2-D ray mask. Given the 1-D
array of pixel locations (corresponding to rays to be cast), this is ac-
complished by rotating the pixel values by some angular displace-
ment. The displacement is determined by calculating the separa-
tion of the outermost 2 entries in the 1-D array and converting them
from a pixel separation into an angular separation (at the desired
eye/screen distance). This angular displacement is used to rotate
the points, whose positions are recorded in the 2-D ray mask, until
a full 360° is attained. Any pixels within the distance indicated in
the 1-D array’s contiguous pixel region are filled in to account for
discretization errors in the rotation process.

Finally, connectivity information is generated based on the ray
mask. Each concentric circle of rays outside the contiguous region
is joined with the succeeding circle of rays to form a quad strip.
The combination of ray mask and connectivity information is ren-
dered in place of the original scene geometry and is referred to as
the intermediate mesh.

3.2 Ray Casting

Ray casting, a subclass of ray tracing, is a rendering technique that
tests for intersections between a ray and primitives in the scene.
In order to achieve efficient render times for any non-trivial scene
it is necessary to reduce the number of ray/primitive intersection
tests. The most obvious algorithmic approach is to use a ray cast-
ing acceleration structure, which places boundaries on the search
space to be traversed in determining if an intersection has occurred.
Modern ray casting acceleration structures fall into two bodies of
solutions: Bounding Volume Hierarchies (BVHs) and spatial sub-
division (e.g., see Purcell et al. [2002]).

BVHs partition the primitives in a scene using a bottom up ap-
proach. A primitive is placed within a bounding volume (typically
a sphere or axis-aligned bounding box, for ease of intersection test-
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ing). More primitives are placed within the bounding volume until
a predetermined threshold is reached.

Spatial subdivision takes an alternate approach by seamlessly par-
titioning the space in a scene, rather than the primitives. Two com-
mon examples of this top-down approach are the octree and uniform
grid. Octrees recursively organize space into octants, each of which
contain either empty space or primitives to be tested. Uniform grid
representations instead partition space into a 3-D array of identical
rectangular prisms, which are traversed in much the same way as a
line drawing algorithm traverses a 2-D array of pixels.

The decision to use a uniform grid in this experiment was based on
several factors. Uniform grids tend to perform well for scenes with
uniform primitive density, such as the search task scenes used in
this experiment. In addition, the traversal algorithm for a uniform
grid involves simple repetitive arithmetic, which allows a sequen-
tial representation in memory, as opposed to following links in a
tree (cf. with Purcell et al.’s [2002] uniform grid rationale). The
GPU used in the development of the hybrid technique was heav-
ily penalized for texture look-ups, making link-based traversal, in
which links can exist to widely separated memory locations, unde-
sirable. Given that texture look-ups are inevitable, it was important
to maintain the spatial locality of memory references to minimize
texture cache misses. It was believed that storing a uniform grid
by decomposing it into planes perpendicular to the major axis of
the view vector (at successively greater distances from the eye lo-
cation) would satisfy this requirement.

Figure 3: Original rendition (left), non-isotropically degraded ren-
dition (right) with silhouette edges maintained and POR superim-
posed at lower right.

The process used to create a uniform grid acceleration structure for
use with the hybrid technique begins with determining a bounding
box for the entire mesh. This serves as the initial cell in the uni-
form grid. Mesh primitives are placed in the appropriate cell in the
bounding box until any cell exceeds an empirically derived binning
size (40 triangles per cell worked well for the meshes used in this
experiment). Primitives that span more than one cell are placed in
all intersected cells. Exceeding the binning size results in an in-
creased level of subdivision for the bounding box. The process is
repeated with the redefined uniform grid until all primitives are in-
serted without problem. Pertinent information, such as bounding
box and cell dimensions, are recorded and stored with the uniform
grid structure.

3.3 Hybrid Rendering

With both the CSF-based ray mask and uniform grid acceleration
structure in place, using the hybrid technique is simple. Rays are
cast from the eye point through each pixel indicated in the ray mask.
The rays pass through cells in the uniform grid, where ray/primitive

intersection tests are performed for all primitives present in the cell.
If an intersection occurs the information is stored in the intermedi-
ate mesh and the ray’s progress is halted. This process is repeated
until all rays have been cast.

Following the initial scene sampling, the intermediate mesh is
searched for quads with heterogeneous intersection data. Any quad
with a mix of intersected and nonintersected corners indicates an
external silhouette edge and is rendered by casting rays through all
bounded pixels. All homogeneous quads are rendered using stan-
dard rasterization.

Implementation on a GPU required special consideration of some
parts of the process. The ray mask was converted into a texture,
with the RGB components storing the normalized XYZ direction
of the ray. The uniform grid was stored in two separate textures.
Each pixel in the first texture represented a cell in the grid and con-
sisted of a 2-tuple defining the number of primitives present in the
cell and the initial offset into a list of primitives, stored in the G and
R components, respectively. The second texture stored the primi-
tive lists, with each entry (a luminance only texture was requested)
indicating an offset into the original geometry primitive list (which
stored the actual XYZ coordinates of each triangle vertex). The
original mesh geometry was also stored in RGB textures.

After loading the textures onto the GPU, a rectangle corresponding
to the original bounding box is drawn on the screen. OpenGL ras-
terizes the rectangle into fragments, which are passed to a fragment
shader. A simple comparison with the pixels in the ray mask texture
(offset by the POR) culls non-ray fragments. Fragments surviving
this stage progress through the uniform grid traversal shader. Each
fragment “color” starts with all components initialized to 0.0; an
intersection results in the alpha value being set to 1.0 and the RGB
values set to the intersected triangle’s normal.

The intersection data stored in the framebuffer is read into system
memory and associated with quads in the intermediate mesh. All
quads are then categorized by homogeneous and heterogeneous in-
tersection types. The original OpenGL render pipeline state is re-
stored and the list of homogeneous quads, with color information
extracted from the copied framebuffer, is drawn. A full ray casting
shader is loaded and the heterogeneous list is drawn, with each ras-
terized fragment resulting in a cast ray. The result is a three layer
image: the POR rendered using the contiguous region of the ray
mask, the homogeneous quads (internal mesh detail) rasterized on
top of the initial ray casting results, and the heterogeneous quads
(external silhouette edges) ray cast on top of both previous layers.
The framebuffer is displayed and the process restarts.

3.4 GPU Implementation Issues

Shader programs used in this experiment were developed using the
OpenGL Shading Language (GLSL). Although not all GPU specific
capabilities were exposed, some of which may have been pertinent
to accelerating the hybrid technique, GLSL proved satisfactory for
the primary tasks of uniform grid traversal and ray/triangle intersec-
tion testing. There are, however, outstanding issues worth noting
outside those discussed above.

Although implementation dependent, the most common upper
bound on texture sizes in OpenGL is 4096x4096 pixels for any
color representation (on modern hardware). While the result-
ing 16M floating point 4-tuples proved more than satisfactory
to hold the mesh geometry, the uniform grid acceleration struc-
ture was more tightly constrained, consisting of an approximately
256x256x256 element design. This was sufficient, but reducing
the geometry binning size would have resulted in an overly large
structure. One possible solution would be to span the uniform
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grid acceleration structure over several textures; for example, eight
512x512x64 could be organized into a 512 x512x 512 element de-
sign.

Another issue affecting the uniform grid acceleration structure was
the GPU’s use of an 8-bit loop counter and maximum of 65536
instructions in a shader program. Again, this constrained the max-
imum number of elements traversed to 256, as nesting the loop to
give greater depth ran the risk of exceeding the maximum number
of instructions available in a shader.

The resultant refresh rate with silhouette preservation was infor-
mally measured at an average of 15 fps. The average refresh rates
during full screen ray casting and GCD with no edges were 33 and
27 fps, respectively. Unfortunately, the current hardware’s read-
back operation to system memory during edge detection conceals
any potential rendering speedup due to gaze-contingent display. It
seems likely that the suggestions in Section 7.1 and the rapidly ad-
vancing state of GPU technology may solve the aforementioned is-
sues. Nevertheless, even with no clear rendering speed advantage,
the silhouette-preserving GCD renders a functionally impercepti-
ble degradation that affords a significant visual search performance
benefit surprisingly even over full screen ray casting (see below).

4 Methodology

The objective of this experiment was to determine if the hybrid
technique produced results comparable to existing gaze-contingent
rendering techniques. It was hypothesized that varying the size of a
high-resolution inset at the POR, while reducing peripheral detail in
accordance with the CSF, would affect localization time in a visual
search task.

In addition to testing for an inverse relationship between window
size and search time, the flexibility of the hybrid technique to main-
tain external silhouette edges allowed a comparison between search
times for scenes both with and without silhouette edges.

4.1 Equipment

A Tobii ET-1750 video-based binocular eye tracker was used for
real-time gaze sampling. The Tobii samples at 50 Hz with an accu-
racy typically better than 0.3° over a 20° horizontal and vertical
range using the pupil/corneal reflection difference [Tobii Technol-
ogy AB 2003] (in practice, measurement error ranges roughly &+ 10
pixels). The eye tracker’s 17" LCD monitor was set to 1280x 1024
resolution. The eye tracking server ran on a dual 2.0 GHz AMD
Opteron 246 PC (2 G RAM) running Windows XP. Although the
Tobii allows limited head movement (30x 15x20 c¢cm volume), a
chinrest was used to maintain constant distance (53 cm) from the
monitor.

The client display application ran on a 2.2 GHz AMD Opteron
148 Sun Ultra 20 running the CentOS operating system. The
client/server PCs were connected via the departmental 1 Gb Ether-
net (both connected to a switch on the same subnet). A keyboard at-
tached to the client system provided user input. The physical setup
is shown in Figure 4 (viewer is running a demonstration program).

The client PC was equipped with an Nvidia 8800GTX GPU with
768MbD of texture memory and 128 stream processors operating at
1.35 GHz. All ray casting occurred on-GPU, however, construction
of the intermediate mesh necessitated CPU involvement.

4.2 Experimental Design & Procedure

The independent variables used in this 2 x5 repeated measures ex-
periment were high-resolution inset size and the presence or ab-

Figure 4: Example of equipment setup.

sence of maintained object edges. Inset sizes spanned 2°, 5°, 10°,
15°, and 20° visual angle. For each inset size, object edges were
either maintained or discarded, resulting in 10 combinations. Ad-
dition of a control (full screen ray casting) resulted in a total of 11
scene types to be tested.

The dependent variable in this experiment was the visual search
time required to localize a target object. The user was simply asked
to find a replica of the centrally located target object in a field of
distractors of similar appearance. Users were first familiarized with
an isolated image of the target object, then, when ready (no time
limit imposed), the screen changed to display a 5x5 object search
field, with the target located at center and simultaneously at a ran-
dom position in the grid of distractors (see below). Search time
started when the field of distractors was displayed and ended when
the subject pressed the Space key.

The experiment utilized a within-subjects design, with each partici-
pant exposed to the aforementioned 11 scene types. A Latin square
was used to control order effects. Each subject performed the 11
search tasks 4 times, resulting in 44 total trials.

4.3 Human Subjects

There were 11 participants in the experiment, 4 female and 7 male.
Subject ages ranged from 25 to 34, all with self-reported normal
or corrected to normal vision. Although contact lenses were per-
mitted, potential subjects wearing glasses were excluded from the
experiment, as were others who failed the screening process (a total
of 2) due to abnormally inconsistent eye tracking data.

4.4 Stimulus

A 9 point calibration was used at the beginning of a session, with
a calibration accuracy confirmation scene displayed immediately
thereafter. The calibration accuracy confirmation scene was also
displayed at the mid-point of the experiment to assure that accuracy
was within tolerances.

Four topologically consistent meshes displaying different facial ex-
pressions were used as targets. The original silhouette edges were
consistent across all four meshes. Each target subtended approxi-
mately 3.5 degrees of visual angle at the screen distance used in the
experiment. The entire scene subtended approximately 20 degrees
of visual angle.
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Figure 5: Sample search task (left), sample search task with silhouette edges preserved (right), each with box in lower right indicated POR.

The scenes used for the visual search task consisted of a 5 x5 grid of
the meshes described above. The scenes were constructed by first
selecting a target from the set of four meshes. Each mesh was se-
lected at random from a pre-seeded pool, assuring that although the
presentation order of each mesh was random, each mesh assumed
the role of target the same number of times. The target mesh was
then placed both in the center of the scene and at a random location
in the grid. The remaining positions in the 5 x5 grid were then filled
at random with duplicates of the three non-target meshes.

4.5 Presentation

A scripted verbal explanation of the display program commands
and execution flow was given to familiarize subjects with the
demonstration program. The chair, chinrest, and keyboard were
then adjusted for user comfort. At this point a demonstration pro-
gram was run to reinforce the scripted explanation regarding the
commands and program flow to be used in the experiment. The
subjects were informed that the demonstration program functioned
in exactly the same manner as the experimental program, with only
the control group being displayed. The demonstration program was
also used to introduce the meshes to be used in the experiment. Sub-
jects were informed that time was not a factor in the demonstration,
and were encouraged to examine the different facial expressions in
detail. Upon completion of the demonstration program the partici-
pants were permitted to ask questions and stretch.

Subjects started the experimental program when ready. A 9 point
calibration was followed by a scene designed to allow the exper-
imenter to judge the quality of the calibration. Recalibration was
performed if the calibration was deemed to lack accuracy or preci-
sion. Following calibration, the target was displayed in the center
of the screen. The subject was given as much time as needed to ex-
amine the target. The subject then triggered the search task, which
displayed the 5x5 grid of distractors. Upon localizing the target
within the grid, the participant pressed the Space key to finish the
search task and load the next target. A break to check the calibration

or stretch was allowed after 6 search tasks were completed. Upon
completion of all 11 search tasks, users were encouraged to stand
and stretch. The experimental program was run 4 consecutive times
for each subject.

5 Results

One-way ANOVA indicates the effect of silhouette edges on time to
completion is significant (F(2,481) = 7.301, p < 0.01). Pairwise t-
tests with pooled SD suggest that visual search performance differs
significantly between trials with edges maintained and trials with
degraded (no) edges (p < 0.01; see Figure 6 left).

Mean speed

Mean speed

Search time (sec.; with standard error)

Search time (sec.; with standard error)

0 0
Cil NE E Ctl 2° 5° 10° 15° 20° E2° E5° E10°E15°E20°
Trial type Window size (degrees visual angle)

Figure 6: Mean search times (pooled, left; per window size condi-
tion, right; ‘E’ = silhouette edge preservation, ‘NE’ = no edges).

One-way ANOVA indicates the effect of window size on time to
completion is significant (F(10,473) =3.381, p < 0.01). Pair-wise t-
tests with pooled SD indicate significantly slower search times with
a 2° window with degraded silhouette edges than with windows
(with silhouette edges preserved) of 5° (p < 0.05) and 15° and 20°
(p < 0.01; see Figure 6 right). A statistically significant difference
was also expected between the edge-preserved window of 10° but
none was observed.
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6 Discussion

As expected, search time decreased as window size increased and
was lower still when silhouette edges were maintained. Search time
was significantly prolonged with a 2° window with no silhouette
edge information. Results suggest that performance is degraded
with a very small foveal window (2°) when edge information is not
preserved.

Given that the scene sampling rate was driven by the CSF, it is not
surprising that the results of this experiment are similar to other
gaze-contingent rendering experiments. The trend shown in Figure
6, an inverse relationship between high-resolution inset and visual
search time, is consistent with previous image-based GCD results,
e.g., those of Watson et al. [2004], who evaluated a visual search
task over face images with a 30°x30° high-resolution inset. Pe-
ripheral degradation was uniform within a scene (as opposed to the
continuously varied peripheral degradation used in the hybrid tech-
nique), but varied between trials.

Our results are also similar to those of Parkhurst and Niebur [2004],
obtained for their model-based visual search task. Their results are
based on peripheral degradation generated through edge collapse,
guided by normalized error in the collapse process. It should be
noted that the visual search task utilized objects that varied widely
in topology and profile.

In our case, a typical search would start at the center of the display
and sweep out concentrically in search of the target. For example,
as shown in Figure 7, targets are fixated in counter clockwise order
until the target is located at upper left, when it is visually verified
against the reference mesh at center (note the multiple refixations).!
Not surprisingly, fixations tend to cover the mouth region, a partic-
ularly distinguishing feature of the mesh.

e
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Figure 7: Example scanpath exhibited during visual search, in this
case starting at center and sweeping out concentrically in a counter
clockwise direction until target is located at upper left (when it is
visually verified against the reference mesh at screen center).

Two somewhat surprising artifacts appear in our data. First, the rel-
atively long mean search time for the 10° window with preserved
edges (E10) appears to be anomalous. A Latin square design was

IFixation are detected via velocity-based analysis where velocity <
15°/s denotes a fixation; the centroid of all congruent fixations determines
the mean fixation coordinates.

employed to reduce ordering effects, making it unlikely that a learn-
ing effect caused the increased search time. It should be noted that
the standard error for E10 was the highest of any mean search time.

Second, the relatively poor performance of the Control group was
unexpected. In the absence of any peripheral degradation, subjects
were expected to localize targets rapidly. Anecdotal evidence, ac-
quired through informal exit interviews, indicates that the Control
scenes were “overwhelming” and provided “too many possibili-
ties”. It appears that the lack of overt visual cues, coupled with
the rich informational environment, precluded rapid localization of
peripheral targets. There is some support in the literature for this
interpretation. Specifically, Cave and Bichot [1999] suggest that
for discrimination tasks, peripheral objects may increase reaction
time if they distract the viewer during discrimination. Furthermore,
the authors point out that the importance of attention in suppress-
ing competing information from distractors is supported by neuro-
physiological studies showing that attentional modulation of neural
responses is greatest when target and distractor both fall in the re-
ceptive field of a neuron, thus competing for representation by that
neuron. By masking peripheral distractors, a GCD may be ben-
eficial to visual search where discrimination is a significant task
component. The reader should be cautioned that this interpretation,
although apparently in agreement with our observations, is rather
tenuous. More controlled experimentation is required to substanti-
ate this claim.

7 Conclusions

A non-isotropic gaze-contingent rendering technique was presented
utilizing aspects of both imaged-based and model-based rendering.
The experimental results of the hybrid technique conform to prior
results obtained using both image- and model-based techniques. It
would be instructive to duplicate the experiment using image- and
model-based degradation in order to directly compare the search
times, but until the most recent generation of GPU, the geometry
manipulation required of model-based techniques forced the algo-
rithms to run on the CPU.

7.1 Future Work

There are several areas of potential improvement that may increase
the efficiency of the hybrid technique. The decision to use a uni-
form grid was partially based on the architectural restrictions spe-
cific to the GPU used during development (an older graphics card).
Use of the much more capable 8800GTX alleviates some of those
concerns and should allow the use of more computationally effi-
cient acceleration structures, such as a bounding volume hierarchy.

Another GPU-based improvement is to exploit the on-chip geome-
try instantiation made available on the 8800GTX. Currently, the en-
tire frame buffer is copied back into system memory after rays are
cast and accessed to generate the intermediate mesh, which is then
sent back to the GPU to be rendered. It may be possible to create the
intermediate mesh directly on the video card through the use of ge-
ometry shaders, simultaneously reducing traffic on the system bus
and further exploiting the parallel nature of the GPU. This would
also allow the possibility of adaptive subdivision of the intermedi-
ate mesh, reducing the number of rays cast to maintain silhouette
edges.

An alternative to more efficient exploitation of hardware would be
greater utilization of the HVS. The CSF function used was inten-
tionally forced into its most conservative form. It is possible to in-
crease peripheral degradation either by setting (1) to a non-maximal
value of contrast, or by taking into account the kinesthetic portion
of the CSF (cf. Daly et al. [2001]).
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Dynamic generation of CSF-based ray masks would also benefit
the hybrid technique. The use of a chinrest during the experiment
was necessary to keep the subject’s eyes at the proper distance from
the screen for the CSF function used. If the eye/screen separation
could be determined on-the-fly, distance-correct ray masks could
offer improved performance by sampling a scene less frequently.
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